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Abstract: Amidst the booming development of e-commerce and intense market competition, 

numerous e-commerce companies frequently encounter the issue of customer loss. This 

research endeavors to offer a comprehensive analysis and precise forecasting of customer 

churn behavior for an E-commerce company. The research utilizes the “E-commerce 

Customer Churn” dataset From Kaggle, which offers a wealth of customer information. The 

paper initially performs a data cleaning to fill the missing value by K-nearest neighbors 

(KNN). And then, it also performs feature engineering to preprocess the dataset. 

Subsequently, multiple machine learning models were constructed, including Logistical 

Regression (LR), Random Forest (RF), Gradient Boosting Decision Tree (GBDT), Neural 

Network (NN), and a stacking model with a metal-leaner as Extreme Gradient Boosting 

(XGBoost) has been developed. The stacking model achieved the highest performance with 

92.8% accuracy and 0.940 AUC. Key factors such as tenure, complaints, cashback amount, 

order recency, and satisfaction score were identified as important predictors. This research 

demonstrates the potential of Machine Learning in developing effective retention strategies 

for e-commerce platforms. 

Keywords: Customer Churn Risk in E-commerce, Logistical Regression (LR), Random 

Forest (RF), Gradient Boosting Decision Tree (GBDT), Neural Network (NN). 

1. Introduction 

As the e-commerce landscape rapidly progresses, customer retention has become a pivotal element 

for businesses seeking to maintain their growth trajectory and stay competitive. As Berson pointed 

out, customer attrition can incur much more expensive costs for businesses compared to the expenses 

associated with customer retention [1]. With the proliferation of online shopping platforms and the 

intensifying market competition, e-commerce companies are frequently confronted with the 

challenge of customer loss, also known as churn. While losing customers is an inevitable aspect of 

most businesses, Rudd suggests that churn can be managed at acceptable levels by strategically 

investing in customers who are at risk of leaving [2]. 

To address this pressing issue, e-commerce firms should devise an effective strategy to predict and 

prevent customer attrition. By forecasting potential churn behaviors, companies can proactively take 

measures to retain those valuable customers. 
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Numerous previous research endeavors have concentrated on leveraging Machine Learning (ML) 

for churn prediction, especially for the customer churn of telecommunication companies, 

demonstrating its outstanding performance in this area. Umayaparvathi compared the performance of 

Artificial Neural Networks (ANN) and decision trees on the telco churn prediction and reveal that the 

decision tree-based approach outperforms the neural network-based approach in terms of accuracy 

[3]. Another study proposed a hybrid approach for churn prediction that combined an existing tree 

induction algorithm with genetic programming to derive classification rules based on customer 

behavior, which shows an improved performance [4]. And in another separate study for churn 

prediction, Philip introduced several ML models, and the Minimum-Redundancy Maximum-

Relevancy (MRMR) feature selection technique. In summary, research in the field of customer churn 

prediction encompasses a wide variety of techniques and methods, aiming to enhance prediction 

accuracy and provide support for companies to formulate effective customer retention strategies. 

Building on this foundation, this study will further explore the selection of optimal models in specific 

environments and their application effects [5]. 

The study selects a dataset on e-commerce customer churn and constructs several models, 

including Logistical Regression (LR), Random Forest (RF), Gradient Boosting Decision Tree (GBDT) 

and a stacking model based on Extreme Gradient Boosting (XGBoosting) combining three models 

have been developed. Through comparative analysis, this study aims to provide a comprehensive 

analysis and prediction model for customer churn behavior for e-commerce companies. 

2. Dataset 

This research utilizes the “E-commerce Customer Churn” dataset From Kaggle, which contains a 

wealth of customer information pertinent to analyzing and predicting customer churn in an e-

commerce setting. The dataset comprises 3,941 records, each representing a unique customer profile. 

Although some of the features exhibit a minor degree of missing data, the overall dataset is of high 

quality and encompasses rich information such as customer tenure, satisfaction levels, order 

preferences, complaint history, and more. This information is crucial for gaining insights into 

customer behavior and assessing the risk of churn (Figure 1). 

 

Figure 1: E-commerce data format (Photo/Picture credit: Original). 
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3. Method 

3.1. Prediction Model 

3.1.1. LR 

Logistic regression is a widely applied technique for binary classification, which estimates outcome 

probabilities using a logistic function to map linear predictions to the (0,1) interval. Its simplicity, 

interpretability, and computational efficiency are notable advantages. However, the assumption of 

linearity between input features and log odds can limit its performance in complex or non-linear 

datasets, potentially leading to underfitting or overfitting. Despite these limitations, logistic 

regression remains popular for its reliability in diverse classification tasks. 

3.1.2. RF 

The RF algorithm, which combines several randomized decision trees and aggregates their 

predictions by averaging, has shown excellent performance in settings where the number of variables 

is much larger than the number of observations [6]. It is first proposed by L. Breiman in 2001 and is 

now performed in several fields, including classification, regression, and even feature selection tasks 

[7]. 

3.1.3. GBDT 

Boosting algorithms combine weak learners into strong learner in an iterative way [8]. The algorithm 

improves its overall performance by enabling each weak learner to learn from the residuals of its 

predecessors. Gradient Boosting Tree (GBDT) which combines decision trees as its base estimators 

is noted for its high accuracy and robustness but it necessitates meticulous parameter tuning to prevent 

overfitting.  

3.1.4. XGBoost 

The XGBoost algorithm is set as the meta-learner of the stacking model, harmonizing outputs from 

LR, RF, and GBDT. XGBoost is a cutting-edge ensemble learning framework rooted in gradient-

boosted trees, introduced by Che of the University of Washington in 2016 [9]. This method stands 

out due to its high interpretability, robustness, and exceptional performance, making it a widely 

adopted technique in ML in recent years. By integrating these diverse yet powerful models, our 

stacking approach aims to enhance the reliability of customer churn predictions in the e-commerce 

industry. 

3.2. Data Preprocessing 

Upon initial inspection of the raw dataset, it was observed that the features “Tenure”, “Where home 

house”, and “Day since last order” had a few missing values, with counts of 194, 196, and 213 

respectively. To ensure the quality of the data, these data containing missing values are dropped out. 

Subsequently, a more smoothed target encoding method is introduced to preprocess the categorical 

features within the dataset. The method is as follows: 

The global average target value, denoted as 𝑦𝑎𝑣𝑔, is determined by taking the sum of the target 

variable values (in this case, Churn) across all instances in the training set and subsequently dividing 

that sum by the total count of instances, N. 

 𝑦𝑎𝑣𝑔 =  ∑ 𝑦𝑖
𝑁
𝑖=1  (1) 
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For each category k of the categorical variable, the average target value, denoted as 𝑦𝑐𝑎𝑡_𝑎𝑣𝑔(𝑘), 

is computed by summing the target variable values for all samples belonging to that category and 

dividing by the number of samples in that category 𝑛𝑘. 

 𝑦𝑐𝑎𝑡_𝑎𝑣𝑔(𝑘) =
1

𝑛𝑘
∑ 𝑦𝑖𝑖∈𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑘  (2) 

For each category k of the categorical variable, the sample count, denoted as 𝑛𝑘, is simply the 

number of samples that belong to that category. 

 𝑛𝑘 = 𝑐𝑜𝑢𝑛𝑡(𝑖|𝑥𝑖 = 𝑘) (3) 

The smoothed target encoding value, denoted as 𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑦𝑎𝑣𝑔
(𝑘), for each category k is a 

weighted average of the global average target value and the category-specific average target value. 

The weighting is determined by a smoothing function that depends on the sample count for the 

category 𝑛𝑘 and two smoothing parameters 𝑛𝑚𝑖𝑑  and c. Default 𝑛𝑚𝑖𝑑  and c are set as 20 and 4 in this 

case. 

 𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑦𝑎𝑣𝑔
(𝑘) =  𝑦𝑎𝑣𝑔 +  

𝑦𝑐𝑎𝑡𝑎𝑣𝑔(𝑘)−𝑦𝑎𝑣𝑔

1+𝑒
−(

𝑛𝑘− 𝑛𝑚𝑖𝑑
𝑐

)
 (4) 

This technique transforms categorical variables into numerical values by replacing each category 

with 𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑦𝑎𝑣𝑔
(𝑘), effectively capturing the connection between the categorical attribute and 

the target while minimizing overfitting risks. 

To further refine the feature set, the Kolmogorov-Smirnov (KS) test is employed, which is a widely 

recognized and effective method for assessing differences in cumulative distribution functions, 

particularly for one-dimensional continuous data [10]. The KS value, which measures the maximum 

absolute difference between the cumulative distribution functions of the positive and negative classes, 

was computed for each feature in the training set to the target. This approach is advantageous as it is 

distribution-free, utilizes every data point in the samples, and is independent of the ordering direction 

of the data [10]. Serving as an indicator of feature importance features with a KS value less than 0.1 

were deemed less informative and subsequently filtered out. Conversely, the remaining features, 

demonstrating stronger associations with the target, were retained for the subsequent model training 

process. 

4. Result 

Table 1: Model performance on training set through cross validation 

models KS AUC accuracy 

LR 0.668 0.880 0.890 

GBDT 0.701 0.910 0.899 

RF 0.766 0.927 0.907 

Stacking model 0.744 0.927 0.912 

 

Table 1 presents an overview of the performance metrics for various models on the training dataset, 

where cross-validation was employed to reduce the likelihood of overfitting and ensure a more robust 

assessment of model effectiveness. From Table 1, it can be observed that the RF and Stacking Model 

exhibited the highest accuracy, both achieving over 90% accuracy. In terms of AUC, both the RF and 

Stacking Model also performed exceptionally well, with an AUC of 0.927. The KS statistic, which 

measures the discriminatory power of the model, was highest for the RF (0.766), indicating its 

superior ability to distinguish between churners and non-churners. 
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Table 2: Model performance on hold-out set 

models KS AUC accuracy 

LR 0.640 0.870 0.886 

GBDT 0.718 0.921 0.903 

RF 0.772 0.937 0.910 

Stacking model 0.779 0.940 0.928 

 

Table 2 presents the performance metrics of the models on the hold-out set, which was used to 

assess the models' ability to generalize to unseen data. As shown in Table 2, the Stacking Model 

outperformed all other models on the hold-out set, achieving the highest accuracy (92.8%), AUC 

(0.940), and KS statistic (0.779), indicating that the Stacking Model can generalize better to the 

unseen data compared to the individual models. 

The RF also demonstrates strong performance on the hold-out set, with an accuracy of 91.0%, 

AUC of 0.937, and KS statistic of 0.772. These results suggest that ensemble methods, such as RF 

and Stacking Models, are effective in predicting customer churn on the e-commerce platform. 

Table 3: The ranked list of the importance of customer-related information 

Rank Customer Information Description 

1 Tenure Customer's duration with the company 

2 Complaint 
Whether any complaint has been raised by the customer in the 

last month 

3 Cash_back_Amount Average cashback received by the customer last month 

4 Day_Since_Last_Order Number of days since the customer's last order 

5 Satisfaction_Score Customer's rating of the company’s service 

 

From Table 3, it is clear that 'Tenure' is the most important factor in predicting customer churn, 

followed by 'Complaint', 'Cashback Amount', 'Day Since Last Order', and 'Satisfaction Score'. These 

results imply that long-tenured customers, those without recent complaints, and individuals receiving 

higher cashback are at a lower risk of churning. Furthermore, customers who have made recent 

purchases and reported higher satisfaction levels are also less prone to leaving. 

In summary, the Stacking Model demonstrated the most impressive overall performance, excelling 

both in cross-validation on the training set and the hold-out set. This robust and generalizable 

performance aligns with the research conclusions presented by Kalagotla in 2021 [11]. However, as 

mentioned in Džeroski's research, stacking models may not perform as well as a single model due to 

factors such as the increase in metadata dimensionality or the complexity of algorithm selection 

(various combinations of base classifiers and meta-learning algorithms). Additionally, stacking 

models can lead to higher computational complexity, making them unsuitable for application to large-

scale datasets [12]. Additionally, the RF model also exhibited notably promising results, particularly 

when applied to the hold-out set. This underscores the significant potential of ensemble methods, 

such as RF, in accurately predicting customer churn, while being less computationally intensive than 

the stacking model. These findings emphasize the potential of ML in forecasting customer churn and 

provide valuable insights for developing efficient retention strategies in e-commerce. 

5. Conclusion 

The research utilized the "E-commerce Customer Churn" dataset, which offered a wealth of customer 

information. To ensure the data’s quality, the paper initially performed data cleaning. Subsequently, 
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feature engineering was conducted to preprocess the dataset, paving the way for the construction of 

multiple ML models. Three primary models were developed: LR, RF, and GBDT. Additionally, with 

a Meta-leaner as XGBoost was constructed to exploit the benefits of diverse base models. 

Through comparative analysis, the stacking emerged as the optimal model in this specific 

environment. Its performance on both the training set through cross-validation and the hold-out set 

was exceptional, achieving the highest accuracy, AUC, and KS statistic. This indicates that the 

stacking model, which aggregates the outputs of several base models, was able to generalize better to 

unseen data in this field compared to the individual models 

The RF also demonstrated strong performance, particularly on the hold-out set. These results 

suggest that ensemble methods, such as RF and Stacking Model, are effective in predicting customer 

churn on the e-commerce platform. The findings of this study highlight the potential of ensemble 

methods in addressing the challenge of customer attrition and provide valuable insights for 

developing effective retention strategies. 

However, the limitations of this study must be acknowledged. Specifically, the dataset used in this 

research has its constraints. Some e-commerce companies may possess a greater variety or fewer 

types of customer information, which could affect the direct applicability of the models developed in 

this study. 

By accurately predicting potential churn behaviors, e-commerce companies can proactively take 

measures to retain valuable customers. The ranked list of the importance of customer-related 

information offered by this study can further guide companies in prioritizing their retention efforts. 

Overall, while recognizing the limitations of the dataset used, the research contributes to the ongoing 

efforts to manage customer churn and enhance customer retention in the competitive e-commerce 

industry. 
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