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Abstract: The global economic situation in 2025 is extremely variable, and gold as a stable 

financial asset is pursued by investors in times of high market volatility, which directly leads 

to a significant increase in demand compared to the past, and the price of gold is on an upward 

trend. This study collects daily data of gold price from 2014/1/2 to 2024/12/31, builds an 

ARIMA model based on the criterion of minimum AIC to predict the gold price under the 

stable economic situation, and also carries out residual analysis and accuracy analysis of the 

model to judge the predictive effect of the model. The empirical results show that ARIMA 

(2, 1, 2) has the best prediction effect on the gold price. By analyzing the residuals, this paper 

find that the errors of the model are not only well normally distributed, but also consistent 

with the nature of white noise sequences. This study proves that the gold price meets the 

efficient market hypothesis in the case of economic stability. At the same time, it is possible 

to compare how much economic fluctuations over a period of time affect the fluctuation of 

gold prices. 
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1. Introduction 

The international financial markets have been in a state of instability in recent years, and the new US 

President has taken office with a series of radical trade reforms in 2025, most notably a new tariff 

policy that increases the risk of inflation, and the global economy is facing great uncertainty. Gold, 

as a stable financial asset, is often used as a ‘safe-haven asset’ to counteract sharp fluctuations in 

financial markets, and the author expect this situation to keep the price of gold higher. However, this 

paper wants to investigate how the price of gold would normally move in the absence of similar global 

financial reforms taking place. 

There are still many research articles using time series models for predictive analysis of gold prices, 

which shows that the model is still considered valid. Lazim Abdullah used the ARIMA (2,1,2) model 

and data from the past 30 years to predict the future price of gold bullion and ultimately found that 

the price of gold will rise and is worth investing in [1]. However, with the deepening of research in 

this field, researchers and scholars continue to discover the limitations of the ARIMA model and its 

inaccuracy in predicting the effect of certain specific time intervals. To corroborate this view, L. 

Gaspareniene and R. Remeikiene found that the ARIMA model is only suitable for short-term 

forecasting up to one year's time duration, and for longer forecasting, other models need to be used 

in conjunction with each other [2]. A subset of articles examined more complex models than ARIMA 

for better fitting changes in the price of gold, incorporating more influencing factors. For example, 
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Tanattrin Bunnag combined the ARIMA and ARIMA-GARCH models and daily data from 2021 to 

2024, and by comparing them, concluded that ARIMA(2,1,3)-GARCH(1,1) has the highest predictive 

effectiveness and accuracy, and made recommendations for investors and policymakers when 

hedging against gold [3]. D. Makala and Z. Li used ARIMA and SVM models, respectively, and 

divided the data into training and testing sets, and by comparing RMSE and MAPE, they found that 

SVM has higher prediction accuracy and can predict any commodity price [4]. Nowadays the most 

cutting-edge research in the field of price prediction is largely focused on machine learning. Many 

scholars use the comparative research method to choose whether to use ARIMA or Random Forest. 

S. Demirezen et al and Stephen Bayne studied the problem in the field of gold price prediction and 

energy loads, respectively. Both concluded that the Random Forest model is better for forecasting 

[5,6]. 

In this article, the most basic ARIMA model is still used to analyze the gold price. On the one 

hand, the ARIMA model is relatively simple and adaptable and does not require the introduction of 

data from external variables to model the problem and make basic predictions. On the other hand, the 

author can use the results of the study to find out the shortcomings of ARIMA in predicting the gold 

price, and this research can better target these problems in subsequent studies. Specifically, the 

research idea of this paper is as follows: After adjusting the original series data to a non-white noise 

stationary series, the time series data are proportionally divided into two parts. The first part is used 

to fit the model, and under the condition of ensuring that the residuals of the model conform to the 

characteristics of the white noise series and the characteristics of the normal distribution, the model 

is further used to predict the price of gold for a period of time equal to the length of the second part, 

and the second part serves as a control group to be compared with the predicted data to judge the 

model's performance. Data are compared to determine how effective the model's prediction is. 

2. Data sources and description 

2.1. Data sources 

A comparatively significant quantity of data is required to train a reasonably strong ARIMA model 

to support both the model's accuracy and predictability, so this study got daily gold price information 

from the ‘investment.com’ between 2014/1/2 and 2024/12/31. The study specifically selected the 

USD/oz price variable to be the daily closing price of gold. To estimate the model's accuracy, the 

entire data was divided and set by a 7:3 ratio, train the model using the data from 2014/1/2 to 202 

1/1/4 as the training set and forecast the price of gold for the next three years. At the same time, using 

the actual data from 2021/1/4 to 2024/12/31 as the validation set to compare the predicted data with 

the actual price. 

2.2. Data description 

According to the data preview chart (see Figure 1) made by RStudio, it can probably be seen that the 

price of gold in the selected period fluctuated in the range of $1,000 to $3,000 per ounce. And 

basically, it can be seen that the first five years of the gold price has been in a weak fluctuation state, 

until 2020 began to significantly upward, the last two years of the gold price growth trend were very 

exaggerated. In terms of the time series, it can be roughly seen that the data seems to have a growing 

trend, so special attention should be paid to the stationarity test of the series as well as the treatment 

of the subsequent data processing. 
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Figure 1: Daily gold price from 2014 to 2024 (photo credit: original) 

3. Methodology and empirical analysis 

3.1. Methodology 

For a strong time-dependent series like the gold price, time-series ARIMA model is used to analysis 

this project. 

According to Box and Jenkins, the ARIMA model seems to be one of the most used models for 

predicting the price of gold [7]. This approach makes an effort to guarantee that the future value of 

time series data maintains a useful relationship with both present and historical value. Foreign 

currency market analysts, importers, exporters, multinational corporations, speculators, and dealers 

all hold the view that historical trends can provide a short-term indication of future actions [8]. 

From a modeling, research perspective, The ARIMA model can not only be linked with many 

models such as GARCH and TGARCH to jointly discuss multiple aspects of a prediction problem. 

The former capturing volatility in the time series, and the latter focusing specifically on the 

asymmetry of volatility [9]. And the model can also be linked with machine training models, the most 

widely known is the Random Forest model, which can integrate the training of external factors 

affecting the model in addition to time, which greatly enhances the model's forecasting accuracy [10]. 

The research here starts with the most basic and simple ARIMA model. 

The ARIMA model assumes that a variable's future value will be a linear function of several 

historical observations and random mistakes. In other words, the fundamental mechanism that creates 

the time series takes the following form: 

 𝑦𝑡 = 𝜃0 + 𝛼1𝑦𝑡−1 + 𝛼2𝑦𝑡−2 +⋯+ 𝛼𝑝𝑦𝑡−𝑝 + 𝛿1𝜖𝑡−1 + 𝛿2𝜖𝑡−2 +⋯+ 𝛿𝑞𝜖𝑡−𝑞 (1) 

In this equation (1), 𝑦𝑡 represents the actual value, and 𝜖𝑡 represents the random errors for each 

period. 

Three iterative processes are part of the Box-Jenkins methodology: model identification, parameter 

estimate, and diagnostic checking [7]. 
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3.2. Empirical analysis 

Prior to the construction of the model, the data need to be preprocessed to check whether the series is 

stationary and whether it is a white noise series, only non-white noise stationary series have research 

value. The process starts with an ADF unit root test on the series. 

Table 1: ADF test on the original data 

Dickey-fuller -1.638 

Lag order 14 

p-value 0.7316 

 

According to the Table 1, the test's p-value is significantly higher than 0.05, meaning that the 

original hypothesis cannot be disproved at the 5% significance level. This indicates that the original 

series is non-stationary and that the trend must be eliminated by differentiating the data. 

 

Figure 2: ACF plot from the original data (photo credit: original) 

Additional evidence of sequence instability can also be provided by autocorrelation functions 

(ACF) and partial autocorrelation functions (PACF) (see Figure.2). 

Table 2: ADF test on the one difference data 

Dickey-fuller -14.146 

Lag order 14 

p-value 0.01 

 

The results of the ADF test after one differencing of the original data are shown in the Table 2. 

The p-value becomes very small, and the original hypothesis can be rejected at the established 

significance level, and the series becomes stationary and can be analyzed at the next step. Here is 

basically certain that the difference can make the sequence to achieve a more ideal state, and the 

specific difference of several orders to be analyzed later to deal with. 
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Similarly, it is important to check whether the sequence is a white noise sequence, because the 

data of a white noise sequence is approximating a random wandering, and it would be pointless to 

study it. The Ljung-Box test was then applied to the data from the subsequent main differencing. 

Table 3: Box-Ljung test on the one difference data 

X-squared 6.1284 

df. 1 

p-value 0.0133 

 

From the Ljung-box results (Table 3), it can be seen that the original hypothesis is rejected at the 

5% level of significance, and it can be determined that the primary difference series is not a white 

noise series. 

Table 4: Summary different model 

ARIMA (2,1,2) 

Coefficients: Ar(1) Ar(2) Ma(1) Ma(2) 

 0.5834 -0.8798 -0.6019 0.9141 

s.e. 0.0536 0.0761 0.0459 0.0648 

 

Training set: RMSE MAE MAPE MASE 

 13.0274 8.7428 0.6388 0.9995 

ARIMA (0,1,0) 

Training set: RMSE MAE MAPE MASE 

 13.0620 8.7432 0.6391 0.9995 

 

After the data has been cleaned well it enters the modeling phase. First use the subset function to 

divide the data into the train set (2014/1/2-2021/1/4) and the test set (2021/1/5-2024/12/31), and after 

converting the set into time series data, use auto. Arima to select the optimal model parameters. Here, 

when using the auto. Arima instruction, the selection criteria for the functions are adjusted separately: 

that is, three different combinations of parameters are selected on the principle of AIC, BIC, and 

AICc minimization, respectively. The results are shown in the Table 4: two models, ARIMA (2, 1, 2) 

and ARIMA (0, 1, 0), were obtained. Either according to the principle of AIC, AICc minimization or 

economic intuition - the probability that the price of gold will be affected by the price of gold in a 

certain time interval in the past or by external factors - it is proved that ARIMA (2,1,2) performs 

better. This means that the absolute change in the current gold price (after differencing) is considered 

to be correlated with the change in the gold price in the previous two periods and the change in the 

error. 

The forecast function is then used to generate a prediction set starting from 2021/1/4 with a length 

equal to the test set. And make two plots (Figure 3 and Figure 4) one alone for the prediction set (with 

confidence intervals) and the other comparing the real data (test set) curve with the prediction curve. 

It is important to note that the meaning of the horizontal coordinates of the two graphs is not the same, 

the former horizontal coordinate represents the order of the data (a total of 2,817 trading days of gold 

price data collected), the latter horizontal coordinate using a specific date. 
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Figure 3: Forecast of ARIMA (2,1,2) (photo credit: original) 

 

Figure 4: Comparing plot (photo credit: original) 

3.3. Model checking 

Based on the results, it was found that the prediction made by the set ARIMA model approximates a 

straight line. With such somewhat anomalous results, the model residuals need to be prioritized and 

tested to determine if the model is correct. 

Table 5: Box-Ljung test on residuals from ARIMA (2,1,2) 

Q 10.068 

df 6 

p-value 0.1218 
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Figure 5: Residuals test (photo credit: original) 

According to the Ljung-Box test (Table 5), the p-value of the model's residuals equal to 0.6572, a 

value greater than 0.05, which indicates that the residuals can basically be regarded as white noise at 

a significance level of 5%, in other words, there is no significant autocorrelation in the model's 

residuals. On the other hand, according to the distribution Figure 5, it can be seen that the residuals 

simultaneously satisfy the normal distribution. Therefore, it is basically certain that there is no 

significant structural or periodic information missing from the model and the residuals show random 

fluctuations. 

 

Figure 6: Prediction of the upper bound of the confidence interval (photo credit: original) 
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Figure 7: Prediction of the lowerbound of the confidence interval (photo credit: original) 

To increase the evidence that the model was set up correctly, the upper and lower bounds of the 

confidence intervals of the ARIMA (2, 1, 2) predictions were plotted separately and it was observed 

whether the true values within the predicted years wandered within the confidence intervals. 

According to Figure 6 and Figure 7, it can be judged that the real data are basically predicted, and the 

prediction effect of the model can be accepted. 

For the assessment of the model's prediction accuracy (Table 4), three metrics are focused on: the 

RMSE, MAE, and MAPE, which represent the root mean square error, the mean absolute error, and 

the mean absolute percent error, respectively. The dependent variable studied in this research is the 

price of gold, which is a variable in thousands, so based on the RMSE (13.0274), MAE (8.7428), and 

MAPE (0.6388%) of this model, it can be concluded that the model's prediction error is relatively 

small [11]. 

4. Discussion 

For the prediction curve to be a horizontal straight line of size approximately equal to the last training 

point, it is analyzed in two ways. 

 

Figure 8: Preview of the data after one difference (photo credit: original) 
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Interpreted from the model point of view, the first point is that after one difference, the sequence 

data becomes a stationary sequence, that is to say, the data before the difference has a unit root 

characteristic, and its characteristic is approximated to random wandering (Figure 8) [12]. And for 

the random wandering sequence, its optimal prediction value is the current value or the average value 

in the long term. Another point is that the ARIMA model is less capable of capturing long-term 

fluctuations, and its long-term prediction results will basically be stabilized at the current value. 

From an economic point of view, the forecast results of this study basically confirm the efficient 

market hypothesis. For a highly liquid and highly placed financial asset such as gold, there is a very 

high degree of information transparency about its price, while participants in this market have 

sufficient incentives to obtain information. Therefore, the current price of gold has already reflected 

all the information available at present, and how the price of gold changes in the future depends on 

how the information changes in the future, that is to say, it is difficult for ARIMA to accurately predict 

the long term by using only seven years of historical data on the price of gold. 

In summary, it may be able to gain some insights on the policy front. In order to avoid drastic 

fluctuation of gold price in the long term and affect the domestic financial market, on the one hand, 

the government should enhance the transparency of information, on the other hand, the government 

should take active monetary policy macro-control to stabilize the price. 

5. Conclusion 

The purpose of this study is to determine the forecasting effect of ARIMA model and to forecast the 

future price of gold. Using daily data from 2014 to 2024 and with RStudio software, the best ARIMA 

model parameters (2, 1, 2) were fitted to find out the best ARIMA model for the gold price and the 

predicted future price curve is basically a straight line with a magnitude equal to the last observation. 

Such results basically confirm the efficient market hypothesis. Although the predictions of the model 

are different from expectations, testing the model residuals and MSE and RMSE proves that the 

model is not set up incorrectly, which gives many insights for subsequent studies. 

The model determined in this study is valid only under stable market, and the results of this study 

should not be valid when the market fluctuates due to some unexpected events. On the one hand, it is 

obvious that the training set divided in this study does not capture the abnormal upward trend after 

2021, which leads to an incomplete model. On the other hand, the price of gold is a very complex 

proposition that is affected by many external factors. To make the model perform better, machine 

learning models (Random Forest, LSTM) can be introduced in the future to capture the unquantifiable 

external influences, thus enhancing the model's interpretability for different economic scenarios. 
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