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Abstract: Traditional single-risk assessment models perform inadequately with imbalanced 

data. This study aims to construct a high-precision and stable credit default prediction model 

to address both data imbalance and model generalization issues. This study aims to develop 

a high-precision credit default prediction model to address the challenges of imbalanced data 

and model generalization. By applying SMOTEENN hybrid sampling to optimize data 

distribution and integrating it with a Stacked Logistic Regression Ensemble (LR-Stacking), 

the model combines the predictive advantages of XGBoost, CatBoost, and Random Forest 

through a meta-learning layer. This approach effectively enhances the recall rate for 

imbalanced data and improves model generalization. Empirical results demonstrate notable 

improvements: the model achieves a recall rate of 0.72 for default samples, maintains an AUC 

score of 0.7341, balances risk coverage and prediction precision, and particularly enhances 

model stability. By integrating the Stacked Logistic Regression Ensemble Model (i.e., LR-

Stacking), we use a meta-learning layer to combine the predictive strengths of XGBoost, 

CatBoost, and Random Forest. This approach ultimately enhances recall rate and model 

generalization performance in imbalanced data scenarios. 

Keywords: credit default prediction, stacked logistic regression, SMOTEENN, ensemble 

learning, risk management. 

1. Introduction 

The first five years of the 2020s were dominated by economic recession, frequent geopolitical 

conflicts, and sustained volatility in financial markets. Nevertheless, driven by expectations of 

economic recovery, the credit lending market experienced expansions from time to time. However, 

the high-pressure market environment has brought significant default risks that threaten financial 

stability, necessitating more effective risk management strategies. For example, the non-performing 

loan balance of Chinese commercial banks reached 3.3 trillion yuan in the fourth quarter of 2024 [1]. 

In traditional risk assessment systems handling imbalanced data, single models such as logistic 

regression exhibit a recall rate below 40%. This shortfall increases the likelihood of missing high-

risk clients. Consequently, leveraging ensemble learning to overcome the limitations of existing 

models has become a critical challenge. With the advancement of artificial intelligence, machine 

learning techniques are increasingly emerging as core tools for risk prediction. Focusing on a dataset 

where default samples account for 20%, we employ SMOTEENN (Synthetic Minority Over-sampling 

Technique with Edited Nearest Neighbors) hybrid sampling to optimize data distribution.  
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2. Literature review 

In existing literature, numerous studies have employed various machine learning models and methods 

to evaluate and predict financial credit risks. Current study developed a credit risk evaluation model 

by constructing a Logistic regression model using principal component analysis [2]. Others improved 

the accuracy of the XGBoost model for credit default assessment through parameter optimization [3]. 

Previous research used classifiers such as LightGBM, XGBoost, Logistic regression, and Random 

Forest (RF) to develop a risk prediction model for principal non-recovery [4]. It compared XGBoost, 

decision trees, and K-nearest neighbors (K-NN) algorithms. To balance interpretability and default 

discrimination, they selected XGBoost to build a default prediction model [5]. In the book Artificial 

Intelligence in Financial Markets, Moro compared Support Vector Machines (SVM) with advanced 

models to construct a credit scoring model [6]. Goh et al. reviewed credit scoring models using SVM 

and meta-heuristic methods from 1997 to 2018, concluding that hybrid modelling represents the state-

of-the-art approach for these two methods based on compiled experimental results [7]. It found that 

boosting-based tree ensemble feature transformation outperformed bagging-based counterparts in 

their P2P lending credit dataset [8]. 

In 2023, Kala proposed a Dual-staged Heterogeneous Stacked Ensemble Model (DH-SEM), an 

algorithm originally designed for gender recognition [9]. As a complex ensemble technique, DH-

SEM was later adapted for credit default prediction, achieving an accuracy of 0.886 [10]. Building 

on this work, this study further explores the application of stacked logistic regression for predicting 

credit loan defaults, examining its methodological framework and performance. To address data 

imbalance, we introduce SMOTEENN (Synthetic Minority Oversampling Technique with Edited 

Nearest Neighbours), a hybrid sampling approach proven to enhance model performance in skewed 

datasets. 

3. Method 

3.1. Logistic regression 

Logistic Regression (LR) is a common statistical method for binary classification. It uses the Sigmoid 

function (logistic function) to transform the results of linear regression into probabilities, constraining 

them within the range of 0 to 1. Fundamentally, it fits data to a logistic function to predict the 

likelihood of an event occurring. 

First, the Sigmoid function, a characteristic S-shaped curve, is introduced. Widely used in machine 

learning and deep learning models such as logistic regression and neural networks for binary 

classification, its mathematical formula is: 

𝑦(𝑥) =
1

1 + 𝑒−𝑥
(1) 

The curve of the Sigmoid function is shown in the figure 1 below: 

 

Figure 1: Sigmoid function curve 
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𝑃(𝑌 = 1|𝑋) =
1

1 + 𝑒
−(𝛽0+𝛽1𝑋1+⋯+𝛽𝑝𝑋𝑝)

(2) 

Where: 

p(x) represents the probability that a sample belongs to the default category; 

x is the feature variable; 

θ is the parameter to be estimated; 

e is the base of the natural logarithm. 

Due to the need for the logistic regression model to make binary classification decisions based on 

probabilistic outputs (default probabilities between 0 and 1), maximum likelihood estimation (MLE) 

is employed to optimize model parameters. This approach minimizes the error between predicted 

probabilities and actual categories. 

3.2. Random Forest 

The Random Forest (RF) algorithm, proposed by Breiman in 2001 [11], is an ensemble learning 

method belonging to the Bagging strategy family. It constructs multiple decision tree sub-models and 

generates final predictions through voting (for classification tasks) or averaging (for regression tasks). 

Unlike traditional decision trees, RF randomly selects feature subsets for node splitting, which 

enhances model diversity. The core idea of RF is to build numerous decision trees, each trained on 

different subsets of samples and features, thereby improving the model’s generalization ability and 

robustness. Compared with single decision trees, random forests exhibit superior generalization, 

robustness, and resistance to overfitting. 

3.3. XGBoost 

XGBoost (Extreme Gradient Boosting), proposed by Tianqi Chen in 2016 [12], is a machine learning 

algorithm based on gradient boosting decision trees. By incorporating techniques such as second-

order Taylor expansion and regularization terms, XGBoost significantly improves model training 

efficiency and prediction performance while mitigating overfitting. It excels in regression, 

classification, ranking, and time-series forecasting tasks, with wide applications in financial risk 

control, recommendation systems, medical analysis, and other fields. 

XGBoost employs the Boosting ensemble strategy, constructing multiple weak predictors through 

residual fitting and combining their outputs to form a strong predictor. It uses an additive model, 

generating a collection of regression trees iteratively for prediction: 

𝑦̂ = ∑ 𝑓𝑘(𝑥𝑖)

𝐾

𝑘=1

, 𝑓𝑘 ∈ ℱ (3) 

where ℱ represents the space of regression trees, the structure of each tree 𝑓𝑘 is defined by 𝑞(𝑥), 

and 𝜔𝑞(𝑥)  are the leaf node weights. The objective function integrates a loss function and 

regularization terms: 

𝐿(𝜙) = ∑ 𝑙(𝑦𝑖̂, 𝑦𝑖)

𝑖

+ ∑ Ω(𝑓𝑘)

𝑘

, Ω(𝑓𝑘) = 𝛾𝑇 +
1

2
𝜆|𝑤|2 (4) 

Here,  

𝑇 is the number of leaf nodes, and 𝛾 and 𝜆 are regularization coefficients to prevent excessive 

tree complexity;  
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𝐿(𝜙)𝑡 is the objective function at the 𝑡-th iteration, and Ω(𝑓𝑘) is the regularization term for the 

𝑡-th tree. The regularization terms control tree complexity (via leaf node count 𝑇 and 𝐿2-norm of 

weights 𝜔) to avoid overfitting. The training process optimizes the objective function iteratively via 

gradient boosting. In the 𝑡-th iteration, a new tree 𝑓𝑡 is added to minimize the approximate objective: 

𝐿′ ≈ ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)]

𝑖

+ Ω(𝑓𝑡) 

                     ≈ ∑ [(∑ 𝑔𝑖

𝑖∈𝐼𝑗

) 𝜔𝑗 +
1

2
(∑ ℎ𝑖

𝑖∈𝐼𝑗

+ 𝜆) 𝜔𝑗
2
]

𝑇

𝑗=1

+ 𝛾𝑇 (5) 

where,  

𝐼𝑗 is the subset of samples in the 𝑗-th leaf node,  𝜔𝑗 is the output value of the 𝑗-th leaf node, 𝑔𝑖 

is the first-order derivative, and ℎ𝑖 is the second-order derivative of the loss function. Solving for 𝜔𝑗 

that minimizes the objective function yields: 

𝜔𝑗
∗ = −

∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

(6) 

𝐿(𝑡)(𝑞) = −
1

2
∑

(∑ 𝑔𝑖𝑖∈𝐼𝑗
)

2

∑ ℎ𝑖𝑖∈𝐼𝑗
+ 𝜆

𝑇

𝑗=1

+ 𝛾𝑇 (7) 

These calculations evaluate the quality of tree models—higher values indicate poorer model 

performance. 

3.4. CatBoost 

The CatBoost algorithm, an optimization of the gradient boosting decision tree (GBDT) framework, 

is regarded as one of the most effective machine learning methods [13]. Alongside XGBoost and 

LightGBM, it constitutes the three major mainstream algorithms within the GBDT family, all of 

which are improved versions based on the foundational GBDT framework: XGBoost sees wide 

application across various fields, LightGBM significantly boosts GBDT computational efficiency, 

and CatBoost outperforms in aspects such as algorithm accuracy and GPU running speed. When 

conducting predictions with CatBoost, each feature is split independently, and sample ordering is 

randomized to enable simultaneous processing of multiple samples. In contrast, traditional GBDT 

methods like XGBoost train each new tree using data dependent on all previous trees’ outputs, a 

process that may induce gradient bias—where the model overfits early data and its generalization to 

new data diminishes. 

CatBoost tackles this challenge through Ordered Boosting: when training each new tree, it 

generates multiple random data permutations and calculates gradients using only historical data 

(rather than directly incorporating predictions from all preceding trees), which reduces data leakage. 

For categorical features, CatBoost uses Statistics-based Encoding to automatically process 

categorical variables, minimizing information loss. The algorithm’s symmetric tree structure and 

ordered boosting strategy allow efficient handling of categorical data, improving both model 

performance and prediction speed. 
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3.5. Stacked ensemble model 

Ensemble methods train multiple classification or regression algorithms to create a final model with 

higher accuracy than any individual base algorithm. They achieve this through techniques like voting, 

stacking, and blending. Stacking, the ensemble approach used in this study, operates by organizing 

selected base algorithms into two layers: the first layer forms a "model stack," and the second layer 

is a meta-learner classifier. By combining the strengths of three or more distinct models, stacking 

enhances prediction accuracy and controls overfitting—its effectiveness is maximized when paired 

with base algorithms that produce diverse independent results. 

Figure 2 illustrates the two stages of the stacked ensemble algorithm: training data first feeds into 

the model stack, and their predictions are then input into the second stage (meta-learner) to generate 

final results. The meta-learner matches these base model predictions to make more accurate forecasts. 

Here, we construct a two-layer Stacking fusion model with three base models—Random Forest, 

XGBoost, and CatBoost. Using five-fold cross-validation, each base model is trained and validated 

to produce predictions aligned with the training data length. These predictions are averaged and 

treated as new features to train the meta-model. Finally, the trained meta-model predicts outcomes 

for test data (see Figure 2). 

 

Figure 2: LR-Stacking model 

4. Result 

4.1. Dataset introduction 

We used the loan dataset from the Alibaba Tianchi database for modeling and testing in this report. 

This dataset contains 42 columns of variable information, such as credit rating, loan amount, loan 

interest rate, and credit score, among which 15 columns are anonymous variables. Some of the fields 

included in the dataset are shown in Table 1. 

Table 1: Partial attributes of the used dataset 

Features Description 

id The unique credit letter identifier assigned to the loan to the loan list 

loanAmnt Loan amount 

interestRate Loan interest rate 

installment Installment payment amount 

grade Loan grade 

homeOwnership The borrower's housing ownership status provided at registration  

annualIncome Annual income 

isDefault Whether it is in default (1 for default; 0 for non-default) 
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purpose The loan purpose category when the borrower applies for the loan 

dti Debt - to - income ratio 

policyCode 
Publicly available policy code = 1, new product not publicly available policy 

code = 2 

n0-n14 
A series of anonymous features for processing some lender behavior count 

features 

Table 2: Partial descriptive statistic table 

 count mean std min 25% 50% 75% max 

id 800000 399999.5 230940.252 0 199999 399999 599999 799999 

policyCode 800000 1 0 1 1 1 1 1 

interestRate 800000 13.23839 4.765756555 5.31 9.75 12.74 15.99 30.99 

dti 799761 18.28455 11.15015483 -1 11.79 17.61 24.06 999 

loanAmnt 800000 14416.81 8716.086178 500 8000 12000 20000 40000 

isDefault 800000 0.199512 0.39963416 0 0 0 0 1 

annualIncome 800000 76133.91 68947.51367 0 45600 65000 90000 109992 

installment 800000 437.9477 261.4603933 15.7 248.45 375.13 580.71 1715.42 

 

From Tables 1 and 2, the "policyCode" column is a constant, and "id" is a unique identifier, which 

are useless for the model. Therefore, the two meaningless fields "id" and "policyCode" were removed, 

as retaining them would lead to overfitting. 

4.2. Target variable distribution analysis 

 

Figure 3: Credit default distribution histogram and proportion pie chart 

Figure 3 indicates that the dataset consists of 800,000 records. Among these, 640,390 records have a 

non-default value (0), which accounts for approximately 80%, while 159,610 records have a default 

value (1), making up around 20%. Evidently, there is a moderate class imbalance in the data, with a 

ratio of default to non-default being 1:4. During model training, measures were taken to balance the 

data. Specifically, the SMOTEENN method was employed to address the data imbalance issue. 

Table 1: (continued) 



Proceedings	of	ICEMGD	2025	Symposium:	Innovating	in	Management	and	Economic	Development
DOI:	10.54254/2754-1169/2025.LH23964

30

 

 

4.3. Continuous numerical data analysis 

 

Figure 4: Histogram of the distribution of loan amount, annual income, debt-to-income ratio, and loan 

interest rate 

“loanAmnt” (loan amount) and “interestRate” (interest rate) appear right-skewed in Figure 4, and 

standardization will be conducted during subsequent model processing. After the logarithmic 

transformation for annual income, the data concentrate in the interval of 4–6 (corresponding to the 

original annual income of about 10,000–1,000,000), with the highest frequency in the 4–5 interval 

(10,000–100,000). The original data are strongly right-skewed, and the high-income group accounts 

for a small proportion. 

4.4. Categorical data feature analysis 

From Figure 5, the lower the number of grades of loans, the higher the default rate generally. In the 

distribution of loan grades, the sample size of grade B and C is the largest, followed by A and D, 

while the sample size of E, F and G decreases successively, especially the sample size of grade G is 

the least. As loan grades move from low to high (e.g., A to G), default rates generally rise. This shows 

that the loan grade does reflect the level of risk: the higher the grade, the higher the credit risk of the 

borrower. The correlation between loan grade and default rate verifies the rationality of the grade 

classification system and can be used as an important basis for credit risk assessment. 
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Figure 5: Histogram of loan grade distribution and default rates 

4.5. Correlation analysis 

Figure 6 presents features like "loanAmnt", "interestRate", "installment" , "annualIncome", "dti", and 

"isDefau for correlation analysis. 

Firstly, the correlation coefficient between the loan interest rate and default is 0.26, showing a 

weak positive correlation. A higher loan interest rate means higher repayment costs for borrowers, 

and the default risk may increase. This reflects the role of the interest rate in promoting default. 

The correlations between the remaining variables and "isDefault" are weak. The correlation 

coefficient between default and the loan amount is 0.07, between default and the debt-to-income ratio 

is 0.08, and between default and the installment payment amount is 0.05. All show weak positive 

correlations, indicating that these variables have no significant direct impact on default. The 

correlation coefficient between annual income and default is -0.04, showing a weak negative 

correlation. This means the default probability of high - income groups is slightly lower, though the 

correlation is weak. 

Moreover, it's common sense that there's a high correlation between the loan amount and the 

installment amount. The installment amount is directly determined by factors like the loan amount, 

interest rate, and term. So, there's a strong logical connection between the two. 

 

Figure 6: Histogram of loan grade distribution and default rates 
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5. Model contrast representation 

5.1. Random Forest, XGBoost, CatBoost and Logistic Regression Results (SMOTE) 

Table 3: Model evaluation report (using SMOTE) 

Model Name Accuracy Precision Recall F1-score AUC 

Random Forest 0.81 0.56 0.08 0.14 0.7175 

XGBoost 0.48 0.26 0.88 0.40 0.7292 

CatBoost 0.45 0.25 0.91 0.40 0.7314 

 

When XGBoost and CatBoost have higher recall rates 0.88 and 0.91, respectively, when evaluating 

various models for identifying default samples (Class 1). This allows them to capture more default 

samples, but their precision rates 0.26 and 0.25, which contain many errors, are low; Random Forest's 

Class 1 recall rate is only 0.08, indicating a weak ability to identify default samples. XGBoost and 

CatBoost have accuracies of 0.48 and 0.45, respectively, while Random Forest has the highest 

accuracy at 0.81, followed by logistic regression at 0.66. The low recall rate of non-defaulting samples 

in the latter two reduces the overall accuracy. All things considered, every single model has unique 

shortcomings: Random Forest has high accuracy but ignores default sample identification, whereas 

CatBoost and XGBoost are good at recalling defaulted samples but lack accuracy. It is evident that a 

single model finds it difficult to accurately identify all sample classes. The accuracy of credit default 

prediction needs to be improved from the following two angles (see Table 3). 

5.2. Random Forest, XGBoost, CatBoost and Logistic Regression Results (SMOTEENN) 

Table 4: Model evaluation report (using SMOTEENN) 

Model Name Accuracy Precision Recall F1-score AUC 

Random Forest 0.77 0.41 0.37 0.39 0.7143 

XGBoost 0.44 0.25 0.90 0.39 0.7162 

CatBoost 0.40 0.24 0.94 0.38 0.7222 

 

Compared to SMOTE oversampling, SMOTEENN reduces the model's reliance on redundant data. 

In order to eliminate noise, it undersamples. For example, the Class 1 recall rate under SMOTEENN 

increased from 0.08 to 0.37 with RandomForest. This demonstrates that the model now avoids 

overfitting due to oversampling and pays closer attention to default samples. SMOTEENN reduced 

the accuracy of some models, such as CatBoost, from 0.45 to 0.40, but it still has the ROC - AUC 

score (CatBoost AUC is 0.7222). Additionally, SMOTEENN improved the recall rate for powerful 

learners like XGBoost and CatBoost without appreciably lowering the AUC score (XGBoost AUC 

dropped marginally from 0.7292 to 0.7162). This indicates that the model's capacity to differentiate 

between the two sample classes remained constant. In order to address data imbalance and improve 

the identification of default classes, we decided to use SMOTEENN (see Table 4). 

5.3. Forecasting model based on LR-Stacking 

Here we compare the accuracy, precision, recall, F1-score, and AUC value of the LR model, which 

are more balanced than those of the random forest, XGBoost, and CatBoost models, in order to 

provide a more thorough explanation of why the LR model was selected as a meta-learner. 

Furthermore, 50-fold cross-validation is used by the base model in Stacking to produce prediction 

results, lowering the possibility of information leakage. As a meta-model, logistic regression lowers 
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the probability and enhances the model's capacity for generalisation by learning the base model's 

prediction pattern. As a result, the stacking algorithm framework's second-layer meta-model in this 

paper is logistic regression, while the first-layer meta-models are XGBoost, CatBoost, and random 

forest. Furthermore, this study contrasts LR-Stacking and CatBoost-Stacking: 

Table 5: Model comparison evaluation report 

Model Name Accuracy Precision Recall F1-score AUC 

Random Forest 0.77 0.41 0.37 0.39 0.7143 

XGBoost 0.44 0.25 0.90 0.39 0.7162 

CatBoost 0.40 0.24 0.94 0.38 0.7222 

CatBoost-Stacking 0.81 0.59 0.11 0.18 0.7341 

LR-Stacking 0.61 0.30 0.72 0.42 0.7341 

 

LR-Stacking is chosen as the best model for credit default prediction after a comparison of the 

performance of the single and stacking models. Its primary benefits are evident in (see Table 5): 

1) The ability to cover risks is exceptional. Compared to random forest (0.37) and CatBoost-

stacking (0.11), the Class 1 recall rate of 0.72 is substantially higher. It is possible to successfully 

identify 72% of default samples. 

2) Balance of overall performance. Out of all the models, the highest F1-score is 0.42. Additionally, 

CatBoost-Stacking achieves the best possible balance between theoretical differentiation ability and 

actual risk identification, with an AUC value of 0.7341, ranking first. 

3) Excellent business adaptability, a logistic regression model that integrates base model output 

while preserving interpretability, and a running time of just 38.7 seconds make it appropriate for real-

time risk control scenarios. On the other hand, the requirements of financial risk control cannot be 

met by Random Forest default samples because of missed judgment (recall rate 0.37), XGBoost and 

CatBoost because of excessive misjudgment rate (accuracy rate 0.44/0.40), and CatBoost-stacking 

because of missed judgment rate of 89%. By using an integrated approach that strikes a balance 

between risk coverage and business viability. 

6. Conclusion 

This study proposes a credit default prediction model using LR-Stacking. The model integrates three 

base models—XGBoost, CatBoost, and Random Forest—to achieve a balance between risk 

identification and business adaptability. Empirical results show LR-Stacking’s advantages in key 

metrics: the recall rate for Class 1 samples exceeds 0.72. The F1-score of 0.42 and AUC value of 

0.7341 demonstrate improvements in both precision and stability. This study enhances the model’s 

comprehensive performance through a two-fold optimization mechanism. At the algorithm level, 

logistic regression is adopted as the meta-model. In data preprocessing, the SMOTEENN hybrid 

sampling strategy boosts default identification rates (e.g., for Random Forest) while maintaining an 

AUC above 0.71. These optimizations validate the model’s improved accuracy, particularly its 

enhanced stability. 

In the future, research can explore multi-stage stacking to further enhance the model’s 

generalization ability and to address current limitations. Deep learning models such as neural 

networks can also be introduced as base models to better capture complex feature interactions. 

Additionally, a more in-depth analysis of the dataset’s anonymous variables (n0-n14) is needed to 

uncover latent behavioral patterns. This will lay a solid foundation for developing more sophisticated 

credit default prediction models. 
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