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Abstract: This study employs the Seasonal Autoregressive Integrated Moving Average 

(SARIMA) model to analyze and forecast China’s monthly average temperature data from 

January 1990 to December 2010, using data from 2011 to 2013 as the test set. The objective 

is to explore temperature trends and provide a scientific basis for short-term temperature 

forecasting. Compared with the standard ARIMA model, SARIMA is more effective in 

modeling data with seasonality. Since the original dataset meets the stationarity requirements, 

it was directly used for model fitting. The model parameters—including autoregressive, 

moving average, seasonal autoregressive, and seasonal moving average terms—were 

automatically selected using R code to ensure accurate fitting of the temperature time series. 

The results show that the SARIMA model effectively captures both seasonal fluctuations and 

long-term trends in temperature, yielding reliable short-term forecasts. The final model, 

SARIMA(1,0,0)(0,1,2)12, achieves a Mean Absolute Percentage Error (MAPE) of 8.37% on 

the test set, meeting the expected level of predictive accuracy. The model's forecasting 

capability offers valuable support for climate policymaking, adaptive strategies to climate 

change, and sustainable development planning.  
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1. Introduction 

China, with its vast territory and large population, faces significant challenges from climate change, 

which affects the environment, economy, and social sustainability. Accordingly, this study selects 

China’s monthly average temperature data from January 1990 to December 2010 as the foundational 

dataset for analysis and modeling [1]. For temperature time series data exhibiting significant seasonal 

characteristics, the conventional ARIMA model is insufficient, as it fails to adequately account for 

seasonal fluctuations, thereby limiting its modeling accuracy and forecasting capability. To more 

accurately capture and reflect the seasonal patterns present in the data, it is necessary to employ the 

Seasonal Autoregressive Integrated Moving Average (SARIMA) model, which is better suited for 

modeling and forecasting seasonal variations in temperature [2]. SARIMA models are particularly 

suited for modeling temperature due to the strong seasonality inherent in such data [3]. 

As a vital component of the climate system, temperature exerts a profound influence on the 

economy, public safety, agricultural production, and ecological sustainability. The occurrence of 

extreme temperature events often leads to severe disruptions to societal operations, resulting in 

substantial economic losses and widespread social impacts. For instance, the widespread low-
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temperature disaster in southern China in 2008 severely impacted daily life and social operations [4]. 

Both short-term extreme weather events and long-term global warming trends have become 

unavoidable climate issues for all nations [5]. Accurately analyzing temperature trends and 

establishing robust forecasting models can help governments and relevant sectors formulate adaptive 

policies, optimize resource allocation, and enhance their capacity to respond to extreme weather 

events. 

Although global studies on climate change are abundant, they mainly focus on long-term, large-

scale trends. In contrast, research applying time series models such as SARIMA to seasonal 

temperature data remains limited. While the intensified global warming trend is widely accepted in 

the context of industrialization, the existence of significant short-term increases in average 

temperature over recent decades still requires empirical validation. As previously mentioned, being 

able to forecast short-term cold weather events could provide crucial data for decision-making. 

Thus, this study uses monthly average temperature data for China from 1990 to 2009 to construct 

a SARIMA model, aiming to model and forecast temperature trends. Additionally, this study 

investigates whether a significant warming trend exists over this 20-year period, offering a theoretical 

foundation for short-term climate research. 

This paper first introduces the SARIMA model's advantages and details the role of its parameters. 

It then provides a transparent description of data preprocessing, partitioning, and model fitting 

procedures. Finally, the model's forecast values are compared with the test set, and results are 

presented in detail. 

2. Model building 

2.1. Model overview 

Compared with the ARIMA model, the SARIMA model incorporates seasonal components, making 

it more accurate for modeling temperature trends and forecasting. Its general form is 

SARIMA(p, d, q)(P,D,Q)s: 

 Φ𝑝(𝐵
𝑠)𝜙𝑝(𝐵)(1− 𝐵)

𝑑
(1− 𝐵𝑠)𝐷𝑦𝑡 = Θ𝑄(𝐵

𝑠)𝜃𝑞(𝐵)𝜀𝑡. (1) 

The parameters 𝑝, 𝑑, 𝑞 represent the non-seasonal autoregressive order, differencing order, and 

moving average order, respectively. P, D, Q represent the seasonal autoregressive order, seasonal 

differencing order, and seasonal moving average order. The parameter 𝑠 is the seasonal period, which 

is 12 for monthly data in this study. 

2.2. Data processing 

The dataset consists of China's monthly average temperatures from 1990 to 2009. The data were 

obtained from the Berkeley Earth dataset hosted on Kaggle, which includes monthly surface 

temperature records from 1750 onward. After filtering the dataset using SAS, China's monthly 

temperature data from 1990 to 2009 were used as the training set, while data from 2010 to 2012 

formed the test set. 

Stationarity was first assessed using the Augmented Dickey-Fuller (ADF) test. Based on the test 

results, appropriate differencing (both seasonal and non-seasonal) was determined. 

Model selection was performed using the arima() function in R, with the Akaike Information 

Criterion (AIC) as the selection criterion. The function returns the model with the lowest AIC value. 

After identifying the optimal model, the ACF plot of the residuals was analyzed.  
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The final model was used to forecast the next 36 months (2010–2012), and predictions were 

compared with the reserved test dataset. The MAPE was calculated to evaluate forecasting 

accuracy—a reliable metric for model validation: 

 𝑀𝐴𝑃𝐸 =
1

𝑛
∑  𝑛
𝑖=1

|
𝐴𝑖−𝐹𝑖

𝐴𝑖
| × 100%, (2) 

where Ai is the actual value and Fi is the forecasted value for month 𝑖. MAPE value below 10% 

typically indicates good forecasting performance [6]. 

After that, white noise test will be applied on the residual of the final model. If the residuals look 

like white noise, it means the model has captured the main patterns in the data, and the remaining 

variation is just random noise [7]. 

3. Model results 

3.1. Preliminary analysis 

As shown in Figure 1, China’s monthly average temperature from 1990 to 2009 exhibits clear 

seasonal patterns—higher in summer and lower in winter. Figure 2 shows the decomposition of the 

time series, further confirming the seasonal fluctuations. The trend component suggests a downward 

trend until around 1995, followed by a gradual increase that slows after 2000. Notably, a decline 

appears again after 2007, possibly linked to the 2008 cold weather event in southern China. 

 

Figure 1: Monthly China temperature from years of 1990 to 2009 

The trend component in Figure 2 highlights that although global warming is a long-term reality, 

short-term average temperature can decline significantly. Accurate prediction of such short-term 

variations is vital for timely policy responses, especially regarding cold weather events—one of the 

objectives of this study. 

White noise testing on the original data yielded a p-value close to zero, confirming that the series 

is not white noise and justifying the model building. The ADF test for stationarity produced a p-value 

of 0.01, which is below the 0.05 threshold. This indicates that the original data are stationary and do 

not require differencing. 
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Figure 2: Decomposition of the time series of the original data 

Figure 3 presents the ACF plot, revealing strong seasonality, which aligns with expectations: 

temperatures tend to follow an annual cycle. In summary, the original dataset exhibits characteristics 

suitable for time series modeling and holds valuable research potential. 

 

Figure 3: ACF of the original time series 

3.2. Final model and validation 

Given the seasonality in temperature data, the SARIMA model was adopted. Let R automatically 

select the model based on the lowest AIC, SARIMA(1,0,0)(0,1,2)12 with an AIC of 713.04 was 

chosen. 
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A Box test on the residuals yielded a p-value of 0.5622, well above 0.05, indicating no significant 

autocorrelation in the residuals. Thus, the residuals can be regarded as white noise, suggesting the 

model is appropriate [7]. 

The forecast() function was used to generate predictions for the next 36 months. The forecasted 

values and 80% and 90% confidence intervals were extracted and compared with the test data. Figure 

4 shows a high level of agreement between predicted and actual values, with the exception of one 

month in 2011 where the temperature fell outside the 90% confidence interval. 

 

Figure 4: Comparison between the forecast and the real values of the next 36 months 

Table 1: The predictions and the actual values for the next 3 years 

Month Actual Forecast Month Actual Forecast 

2011-1 5.46 6.53 2012-7 28.31 28.60 

2011-2 7.68 8.55 2012-8 27.58 27.58 

2011-3 11.49 10.92 2012-9 24.20 23.78 

2011-4 16.68 13.91 2012-10 19.15 18.41 

2011-5 21.36 20.78 2012-11 13.48 16.03 

2011-6 24.73 23.28 2012-12 7.91 6.85 

2011-7 28.32 27.69 2013-1 5.52 4.91 

2011-8 27.58 28.95 2013-2 7.83 5.52 

2011-9 24.15 25.19 2013-3 11.48 10.82 

2011-10 19.11 17.77 2013-4 16.69 17.98 

2011-11 13.59 13.31 2013-5 21.38 21.28 

2011-12 7.96 7.83 2013-6 24.77 24.02 

2012-1 5.53 2.02 2013-7 28.31 28.73 

2012-2 7.83 7.24 2013-8 27.58 27.70 

2012-3 11.48 9.90 2013-9 24.20 23.02 

2012-4 16.69 16.55 2013-10 19.15 18.86 

2012-5 21.38 20.89 2013-11 13.48 12.31 
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Table 1 above shows the accurate actual predicted values for test data. Using equation (2), the 

overall MAPE is 8.37%, which confirms satisfactory predictive performance. 

After multiple validations, SARIMA(1,0,0)(0,1,2)12 demonstrates strong forecasting ability and 

is selected as the final model. Clearly, the SARIMA model demonstrates significant application value 

in the study of temperature variation. It helps capture seasonal fluctuations and long-term trends, 

providing reliable statistical support for climate analysis and forecasting [8]. 

It is important to note that the dataset presents national average temperatures, potentially 

overlooking regional variations and extremes across China's vast and diverse geography [9]. 

Furthermore, relying solely on temperature data fails to encompass the full complexity of climate 

systems, which are also shaped by factors such as precipitation, wind patterns, and other 

environmental variables [10]. 

4. Conclusion 

This study analyzed China’s monthly average temperature from 1990 to 2009 using time series 

methods. The trend component revealed that temperature does not show a consistent upward trend in 

the short term, and sharp declines may occur. It suggests that short-term warming in China is not yet 

apparent.  

However, this study has limitations. The dataset reflects national average temperatures, which may 

not represent regional extremes in a geographically diverse country like China. Moreover, 

temperature alone does not capture the complexity of climate systems, which involve precipitation, 

wind speed, and other variables. Therefore, the results here serve as a macro-level reference, and 

specific regions may require tailored analyses. 

Using AIC and statistical tests, SARIMA(1,0,0)(0,1,2)12  was selected as the final model. 

Validation against actual data confirmed its forecasting accuracy and fulfilled the study’s primary 

objective. Overall, using the SARIMA model to predict temperature is of great value for people's 

research and understanding of climate.  

In summary, the SARIMA(1,0,0)(0,1,2)12  model effectively captures the seasonal nature of 

China's average temperature and provides reliable short-term forecasts. This model holds potential 

for broader application in temperature prediction and can assist decision-makers in mitigating 

temperature-related risks and planning for sustainable development. 
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