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Abstract. The financial market is always changing rapidly, and it is crucial for people to
monitor certain activities to ensure the overall safety of transactions or exchanges. The
applications of machine learning have delved into many areas include but not limited to risk
management, natural language processing, computer vision etc. This paper explores the
application of five classic Machine Learning (ML) algorithms, including Decision Tree,
Random Forest, Logistic Regression, XGBoost and Support Vector Machine (SVM) on loan
application to test their raw performances on an imbalanced dataset, and comparing their
results to determine which models behaves most ideally under very little optimization made.
The project reveals common weaknesses for machine learning models when applying on
some imbalanced dataset, where the recall and f1-score are not as ideal as accuracy and
precision as they are biased toward the majority samples. However, models such as Random
Forest does produce a desirable result, thus offering valuable reference under the context of
determining the eligibility of loan applicants.
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1. Introduction

In the modern financial industry, risk management is one of the most important tasks for
businesses and corporations to fulfill specifically under the context of loan application. With the
growing number of applicants nowadays and fast increasing volumes of financial transactions, the
traditional ways of detecting whether or not an applicant is eligible such as manually checking
certain criteria or relying on some credit scores are becoming less efficient. Therefore, machine
learning algorithms comes into play in these scenarios to help identify the likelihood of an applicant
going to default and enhance the overall security of loan application system. It is also more efficient
as the algorithm comprehensively trains on the applicant’s several metrics such as income,
employment, and history records etc. to generate a reliable model for the system to reference on.

Under the context of supply chain, one research by using the idea of multi-score information to
evaluate performance of six different machine learning models. Among all, Random Forest achieved
the best forecasting performance, and the CSL-RF model that extends the cost sensitive learning to
the standard RF achieved the optimal result in terms of robustness and accuracy [1].

Another application showed that machine learning models such as clustered based K nearest
neighbor (KNN), clustered based logistic regression (LR), and clustered based XGBoost
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outperformed some state-of-art methods under the context of determining the eligibility of loan
applicants. Among all, XGBoost achieved the best result with shortest detection time and response
time, and high accuracy [2].

Hierarchical Risk Parity (HRP) is also able to perform risk management tasks given the context
of cryptocurrency assets. The study shows that HRP has high performance for diversification. The
Reinforcement Learning (RL) also out performs other machine learning models through its
capability to adapt and learn through the process of training [3].

Several surveys on the incorporation of artificial intelligence (AI) methods in financial markets
provided thorough analyses of the current uptake of these technologies and algorithms, and how
people adapt them into the field of risk management, fraud detection, and trading etc. The survey
holds a positive attitude where people find those algorithms helpful and beneficial, while also
proposing some ethical concerns such as job replacement [4].

Another study looked at how ML may be applied into SAP ERP systems to carry out tasks
including anomaly detection and regression etc. The survey pointed out that by adopting these
techniques, organizations will be able to identify and mitigate potential risks with high efficiency
[5].

While there are various of applications of machine learning models on different areas with
several optimization methods, this paper provides a case study into loan application with only
baseline models applied on a relatively smaller dataset to test measurements including accuracy,
precision, recall and f1-score. The paper identifies five classic algorithms to examine their
performance on a loan application dataset. Then, a comparison is made between these models to
determine which baseline model performs the best and is most reliable one without much
optimization.

2. Methodology

2.1. Model introduction and selection

In this section, there are five selected machine learning algorithms being applied, which are
Decision Tree, Logistic Regression, Random Forest, SVM, and XGBoost. Since all these models are
able to perform problems such as classification, thus they are well suited for the purpose of making
decisions of whether or not a loan applicant should be flagged as a risk applicant. In this section,
different models will demonstrate different performances, and after evaluating certain criteria such
as accuracy, precision, f1-score, Area Under Curve (AUC), an optimal model will be selected.

2.1.1. Decision Tree

Decision Tree is suitable for tasks such as classification. It has structures similar to a tree with
structures including the root node, internal nodes, branches, and leaf nodes, with corresponding to
the functions of the starting point of splitting; representing the features in a dataset; result after
making a decision (usually represented by Yes or No); final decision and outcome gained by
recursively making decisions [6].

2.1.2. Logistic Regression

Logistic Regression is good at classification tasks, and it determines how likely a data should fall
into which class. It starts with some linear combinations of the original data, and then classify them
based on a sigmoid function, which is usually represented by:
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   (1)

where σ(z) is between 0 and 1 depending on different values z. Eventually the model will apply a
threshold to make final predictions [7].

2.1.3. Random Forest

Random Forest is a combination of several decision trees, and it is an ensemble learning
technique that works well for tasks involving regression or classification. It is generally more
reliable than a single decision tree, but the efficiency is lower [8].

2.1.4. SVM

SVM is targeted to find a hyperplane that separates two classes, and this hyperplane will
maximize the margins between the two classes. For some 2-dimensional data, SVM will fit a
straight line that separates each class with maximum margins. For higher dimensional data, SVM
uses a kernel function to map the data to higher dimensions. One most well-known kernel function
is RBF kernel:

   (2)

which works well when the decision boundary is non-linear [9].

2.1.5. XGBoost

XGboost is similar to the idea of Random Forest where it builds from multiple simple models to
form an ensemble, with each following model correcting and enhancing the previous one. XGBoost
has built-in regularization which reduces overfitting and also perform more efficiently than Random
Forest due to its parallelization [10].

2.2. Result demonstration

The dataset is taken from Kaggle, which contains features of each loan applicant’s income, age,
professional experience (recorded in years), marital status, housing status, car ownership,
profession, city, state, years of employment, years of residence in an area, risk flag with 1 being high
risk and 0 being low risk. After that, the data is divided into 70% training, 30% testing sets, and a
confusion matrix and ROC curve are produced for each model. In the following calculations, True
Positive, False Positive, True Negative, False Negative are represented by TP, FP, TN, and FN
respectively. The accuracy, precision, recall and f1-score are evaluated by the following equations
(3), (4), (5) and (6):

   (3)

   (4)

   (5)

σ(z) = 1
1+e−z

K(x, x
') = exp(−

x−x' 2

2σ2 ),∣ ∣Accuracy = TP+TN
TP+TN+FP+FN ,

Precision = TP
TP+FP ,

Recall = TP
TP+FN

,



Proceedings	of	ICEMGD	2025	Symposium:	Innovating	in	Management	and	Economic	Development
DOI:	10.54254/2754-1169/2025.LH24285

65

   (6)

2.2.1. Decision Tree

In Decision Tree, the baseline model achieved accuracy of 0.3986, precision of 0.4192, recall of
0.0888, and f-1 score of 0.1464 according to the confusion matrix (Figure 1). The calculation shows
that decision tree preforms not ideally under the given dataset, and it is biased towards the negative
class. It is also shown on the ROC curve (Figure 2) below:

Figure 1: The confusion matrix of Decision Tree

Figure 2: ROC curve for Decision Tree

The AUC value of 0.618 means that the model does perform slightly better than random
guessing, however it is clearly unable to fully separate the two classes.

2.2.2. Logistic Regression

In Logistic Regression, it had 0.8753 accuracy, 0.7126 precision, 0.0287 recall, and 0.0552 f1-
score based on the Figure 3. Although here accuracy and precision seem to be high overall, there are
major problems on the recall and f1 score as they are extremely low, potentially means that the
model is missing many positive cases and can’t achieve a balance between recall and precision. The
ROC curve (Figure 4) also shows that the model can just do slightly better than random guessing for
AUC value of 0.6274.

F1-score = 2⋅Precision⋅Recall
Precision+Recall .
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Figure 3: The confusion matrix of Logistic Regression

Figure 4: ROC curve for Logistic Regression

2.2.3. Random Forest

Random Forest had 0.8968 accuracy, 0.6012 precision, 0.5280 recall, and 0.5619 f1 score
according to Figure 5. Here, the accuracy is relatively high with an acceptable precision, meaning
that the model performs generally well, and it is also able to catch both positive and negative cases
in a potentially unbalanced dataset. More importantly, compare to decision tree and logistic
regression, random forest is able to achieve a much higher recall and f1 score, meaning that the
model detects approximately half of the true positive class, and the f1 score tells that it is able to
give a balanced evaluation of these positive class.

Figure 5: The confusion matrix of Random Forest
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Figure 6: ROC curve for Random Forest

It is also shown in the ROC curve with an high AUC value of 0.9239 in Figure 6. The model is
able to classify positive and negative classes with high confidence as figure 6 shows sharp
increments and is away from the center random guessing dashed line.

2.2.4. Support Vector Machine

SVM had 0.608 accuracy, 0.1462 precision, 0.4517 recall, and 0.2208 confusion matrix f1 score
(Figure 7). The reason why the model has lower precision than accuracy is due to its constant false
alarms or predicting false positives. Also, although the recall seems to be around 50%, the low f1
score mean that the model also makes a lot of false negatives when doing the prediction. SVM
seems have some general improvements over decision tree, but it is not an ideal solution to the
dataset. The ROC curve also indicates that the prediction is rather more random as the AUC value is
close to 50% (Figure 8).

Figure 7: The confusion matrix of SVM

Figure 8: ROC curve for SVM
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2.2.5. XGBoost

In XGBoost, the model faces similar dilemma as SVM, where it achieved accuracy 0.5487,
precision 0.1432, recall 0.5357, and f1 score 0.2260. from the confusion matrix (Figure 9). The ROC
curve is very centered with AUC value close to 0.5 (Figure 10), meaning that XGBoost did not
perform well under this task with the given dataset.

Figure 9: The confusion matrix of XGBoost

Figure 10: ROC curve for XGBoost

3. Discussion

Among all these models, Random Forest behaves the best due to its high accuracy and reliable
AUC value of 0.9239. The major problem lies in the recall and f-1 score for the other models, and
this is potentially caused by the imbalanced dataset which indeed after examining the dataset, there
are more negative cases than positive cases and this causes the models to predict with high accuracy
but low recall and f1 score. The summary of all the models’ performance is included in the Table 1:

Table 1: Overall performances for all models

Model Accuracy Precision Recall F1 Score
Decision Tree 0.3986 0.4192 0.0888 0.1464
Logistic Regression 0.8753 0.7126 0.0287 0.0552
Random Forest 0.8968 0.6012 0.5280 0.5619
Support Vector Machine 0.608 0.1462 0.4517 0.2208
XGBoost 0.5487 0.1432 0.5357 0.2260
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4. Conclusion

This paper emphasizes on the comparisons of different ML models on a dataset, and the results
are obtained by applying each model’s baseline performances on a raw dataset to test the standard
performances of each model. In general, Logistic Regression, Random Forest, SVM achieved higher
accuracies than others, while they all have low recall and f1 score except for Random Forest.
Decision and XGBoost did not perform well under the dataset and they are rather not reliable. Since
the entire experiment is based on the raw performances of different models, it lacks crucial
optimizations and data processing which causes biases in the result. In the future, there are certainly
various ways to improve the model performance, and possible improvements include data
processing such as using the Synthetic Minority Oversampling Technique (SMOTE) to create and
expand on the positive cases [11]. Also, adding hyperparameters would improve the model
performance. One way to achieve this is by using Bayesian Optimization where it run through
several iterations with each time updating a better hyperparameter based on the surrogate model and
eventually selecting the best hyperparameter [12].
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