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Abstract. The competition in the financial industry is becoming increasingly fierce, and the
digital transformation of the banking industry is accelerating. To improve effectiveness of
banks and enhance their core competitiveness, the accuracy of bank marketing and the
ability to accurately predict customer needs should be enhanced. Therefore, this paper
studies the issue of using appropriate machine learning models to predict bank marketing
and finds the machine learning model suitable for completing the task of bank marketing
prediction. This paper uses a dataset of American bank marketing on Kaggle for research.
Through data visualization analysis of the dataset, it is found that the overall data shows a
significant nonlinear correlation. To learn the significant nonlinear correlation of the data,
five machine learning models, namely KNN, logistic regression model, Catboost, GBDT,
and random forest, are designed. By comparing the performance of the five machine
learning models, it can be obtained that the recall rate, accuracy rate, and AUC value of the
Catboost model are the highest among the five models, and its performance is the best.
Therefore, it indicates that the Catboost model is very suitable for such bank marketing
prediction tasks. This study deeply explores bank marketing prediction based on Catboost,
providing new perspectives and methods for related fields, and also providing new ideas for
accelerating the digital transformation of banks, accurately predicting customer needs, and
improving marketing benefits.
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1. Introduction

In the current situation where competition in the financial industry is increasingly fierce, the digital
transformation of the banking industry is accelerating. The customer relationship management
platform integrates customer information, gains insights into behaviors, grasps demands, and has a
score of over 80%, receiving high recognition from banks and being applied in the marketing digital
transformation strategy and practice [1]. This research can help banks accurately position customers,
meet the needs of improving marketing efficiency and effectiveness, and make the precision of
marketing strategies and the predictive ability of customer demands the core of competition. It can
help banks gain an in-depth understanding of customer demands, optimize resource allocation,
enhance marketing effects, and thereby enhance market competitiveness. This research aims to
deeply explore bank marketing prediction based on CatBoost, systematically sort out relevant
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research results, provide scientific basis and practical guidance for bank marketing decisions, and
promote the intelligent development of bank marketing. This research can help banks gain an in-
depth understanding of customer demands, optimize resource allocation, enhance marketing effects,
and thereby enhance market competitiveness. Analyze the application status, advantages, and
challenges of CatBoost in bank marketing prediction, and provide new perspectives and methods for
research in related fields.

In recent years, research on bank marketing prediction has mainly focused on the application of
traditional machine learning models (such as logistic regression, random forest, etc.) and deep
learning (such as LSTM, etc.). In bank data analysis, the use of machine learning models is still in
the exploration stage. Most studies focus on the improvement and optimization of individual
machine learning models, and less use ensemble learning methods for analysis and prediction. On
the other hand, few studies focus on feature extraction and data preprocessing, but have not yet
thoroughly explored the issue of imbalanced bank data [2]. This study proposes an integrated
modeling framework based on Catboost, utilizing its categorical feature embedding and ordered
boosting techniques to efficiently handle high-cardinality categorical variables in bank data. It
addresses the limitations of traditional methods in feature engineering and visualizes feature
contributions through SHAP values, directly linking customer profiles with marketing strategies to
support banks' precise operations.

2. Introduction to relevant models

2.1. KNN (K-Nearest Neighbors)

2.1.1. Fundamental principles

The core idea of the KNN algorithm is to make predictions based on similarity. For an unknown
category data point, it identifies the K nearest neighbors (samples from the training data) in the
feature space and determines the category or predicted value of the data point based on information
from these neighbors.The KNN algorithm primarily relies on a small number of nearby samples
rather than determining categories through discriminant class domains. Therefore, it performs better
with datasets where class domains intersect or overlap frequently. It is suitable for classifying rich
sample domains but may lead to misclassification when used in domains with fewer samples.

2.1.2. Selection of K value

K is a hyperparameter that represents the number of nearest neighbors used for prediction. The size
of the K value affects the model's complexity and prediction results. A smaller K value may cause
the model to overfit, while a larger K value may reduce the model's generalization ability, making it
prone to underfitting. Therefore, the optimal K value is usually selected through methods such as
cross-validation (see Figure 1).
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Figure 1: Algorithm process

2.2. Logistic regression

The core idea of logistic regression is to transform the problem into a probability prediction problem
by mapping a linear combination of input features through a non-linear Sigmoid function (also
known as the Logistic function) to the (0, 1) interval.Sigmoid function formula is as follows:

Here, z represents the predicted value of a certain linear model. The LR method is used for
banking business predictions. Its advantages include low computational load, fast training speed,
and the ability to provide probability values for samples, which facilitates customer ranking and
targeted services. However, it performs poorly when dealing with multiple features and variables, is
prone to underfitting, has low prediction accuracy, and struggles with imbalanced data classification
issues [3].The principle of logistic regression is simple and the algorithm is highly efficient, but its

σ (z) =   1
1+e−z  
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predictive performance is significantly influenced by the distribution of sample data. In scenarios
involving nonlinear factors and strong correlations between indicators, logistic regression performs
poorly.

2.3. Categorical Boosting

2.3.1. CatBoost's innovative technology

CatBoost is a machine learning algorithm based on gradient boosting decision trees. It is an ideal
choice for handling mixed data tasks due to its unique categorical feature processing mechanism and
ordered boosting technique.By applying gradient boosting techniques on decision trees, CatBoost is
specifically designed to handle categorical features and employs more effective strategies to reduce
overfitting [4]. Additionally, CatBoost introduces several innovative technologies on top of
traditional GBDT: Symmetric Decision Tree Structure: Uses symmetric trees (Oblivious Trees) as
base learners, where each level uses the same feature and split point, enhancing training and
prediction efficiency.Handling Categorical Features: No need for one-hot encoding or label
encoding of categorical features; it directly processes categorical data, avoiding data
expansion.Target-Oriented Encoding (Target-Aware Encoding): Dynamically generates encodings
for categorical features based on target values, strengthening the relationship between features and
target values.Ordered Target Statistics: Utilizes ordered target statistics to handle categorical
features, preventing overfitting.Missing Value Handling: Built-in mechanisms for handling missing
values allow direct processing of datasets with missing values without pre-processing.

2.3.2. Model advantages

Two significant advantages of the CatBoost algorithm are its ability to effectively handle categorical
features without requiring conversion during data preprocessing, and its use of ordered boosting
methods to address prediction bias issues in GBDT algorithms while significantly improving
computational speed and avoiding overfitting [5]. Additionally, CatBoost demonstrates robustness
against missing values and outliers, supports parallel and distributed training, and is compatible with
multi-core CPUs and distributed environments, thereby enhancing training speed.

2.4. GBDT (Gradient Boosting Decision Tree)

GBDT (Gradient Boosting Decision Tree) is an ensemble learning algorithm based on boosting
methods, widely used for classification and regression tasks [6]. The core idea of GBDT is to
iteratively optimize the model. The GBDT algorithm requires M iterations, with each iteration using
gradient descent to minimize the cost function by moving in the negative gradient direction,
gradually reducing the loss function value and thus obtaining a more accurate model [7].
Specifically, the GBDT model consists of multiple decision trees, each tree attempting to fit the
residuals from the previous iteration, thereby gradually approaching the true values and
progressively optimizing the model's predictive performance.

2.5. Random Forest

Random Forest is an ensemble learning algorithm based on decision trees that combines decision
trees with randomization ideas. It excels in classification, regression, and feature selection and has
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strong generalization capabilities [8]. Therefore, Random Forest is widely used in classification and
regression tasks due to its simplicity, ease of use, and robustness.

2.5.1. Core principles

The core idea of random forests is to build multiple decision trees using 'randomness' and then
aggregate their results to obtain the final prediction. During the training of each decision tree,
random forests perform sampling with replacement from the training data to generate a sub-dataset
of the same size as the original dataset. This means that each decision tree uses slightly different
data, increasing model diversity. When constructing each split node of the decision tree, random
forests only consider a subset of features (typically the square root of the total number of features).
This randomness further increases the differences between decision trees, preventing model
overfitting. Therefore, the random forest algorithm not only inherits the advantages of CART but
also combines all decision trees using the Bagging method, effectively avoiding the overfitting
issues caused by individual decision trees [9].

2.5.2. Model training process

The basic steps of the Random Forest algorithm involve using bootstrap sampling to randomly draw
multiple subsets of samples from the original dataset and constructing a decision tree for each
subset. During each node split of the trees, a random selection of features is chosen as candidate
splitting attributes to increase model diversity. Finally, the predictions of all decision trees are
combined through voting (for classification tasks) or averaging (for regression tasks), thereby
reducing the risk of overfitting of individual trees and enhancing the overall generalization ability of
the model (see Figure 2).

Figure 2: Schematic diagram of Random Forest
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3. Dataset introduction

Table 1: Data set variable names introduce the table

Variable
Name Specific measurement content type Example

age Customer Age Numerical type
(continuous) Scope: 18-95

Balance Customer account balance Numerical type
(continuous)

Scope: -6847-
81204

day Last contact days Numerical type
(continuous) Scope: 1-31

job Occupation type Classification (nominal) “student”
poutcome Last marketing campaign result Classification (nominal) “success”

previous The number of times the customer has been contacted
before Numerical type (discrete) Range: 0-58

pdays The number of days between last contact (no contact=-1) Numerical type (mixed) Scope: -1-854

compaign The number of times customers have been contacted in
this event Numerical type (discrete) Scope: 1-63

duration The duration of this monitoring fee call Numerical type
(continuous) Scope: 2-3881

month Last contact month Classification (ordered) “Jan”
contact Type of contact information Classification (nominal) “cellular”

loan Do you have a personal loan binary classification “yes” “no”
housing Is there a housing loan available binary classification “yes” “no”
default Is there a credit default binary classification “yes” “no”

education Educational level Classification (ordered) “primary”
marital marital status Classification (nominal) “married”
deposit Do you accept fixed-term deposit business binary classification “yes” “no”

Table 2: Descriptive statistical table of data

age balance day duration campaign pdays previous

count 11162.0 11162.0 11162.0 11162.0 11162.00 11162. 11162.0
mean 41.2319 1528.53 15.6580 371.993 2.508421 51.330 0.83255
std 11.9133 3225.41 8.42074 347.128 2.722077 108.75 2.29200
min 18.0000 -6847.0 1.00000 2.00000 1.000000 -1.000 0.00000
25% 32.0000 122.000 8.00000 138.000 1.000000 -1.000 0.00000
50% 39.0000 550.000 15.0000 255.000 2.000000 -1.000 0.00000
75% 49.0000 1708.00 22.0000 496.000 3.000000 20.750 1.00000
max 95.0000 81204.0 31.0000 3881.00 63.00000 854.00 58.0000

This dataset is sourced from Kaggle. Descriptive statistical analysis was performed on the
dataset, calculating the 'mean', 'std', 'min', and 'max' for each variable. Subsequently, the data was
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checked for missing values, and it was found that the data has been processed and contains no
missing values. Finally, the data types were reviewed (see Table1 and 2).

4. Data visualization analysis

Figure 3: Data visualization analysis

Figure 3 shows the impact of education level on 'deposit'. From the chart, it can be seen that the
number of 'deposit' for those with secondary education is the highest, followed by higher education
and then primary education. However, from the chart, it is evident that the number of 'yes' for
'deposit' among those with higher education is greater than 'no'. This indicates that people with
higher education levels are more willing to accept banks' promotional fixed-term deposit products.

Figure 4: Data visualization analysis

Figure 4 illustrates the relationship between the ways banks contact customers and 'deposit'. It
shows that customers contacted via mobile phones are generally more willing to accept bank-
promoted fixed-term deposit products. Analyzing this phenomenon in the current context, mobile
phones are the primary means of communication for today's younger or highly active customer
groups, while fixed-line phones may be more commonly used by older adults or family households,
with lower usage rates today. Therefore, banks have higher success rates when contacting customers
through mobile phones or SMS. Figure 7 depicts the relationship between customers' participation
results in previous bank marketing activities and 'deposit'. It indicates that customers who responded
and completed target behaviors (such as opening fixed-term deposit accounts) in past activities are
more likely to accept bank marketing products.
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4.1. Continuous column visualization

Figure 5: Continuous column visualization

Figure 6: Continuous column visualization

Figure 7: Continuous column visualization

Figure 5-7 show the relationship between 'p days' and 'deposit', indicating that when 'p days' is
around '0', the density of 'yes' is highest, suggesting that customers were recently contacted and may
be more responsive to current activities. It illustrates the connection between 'campaign' and
'deposit', showing that around '2', the density of 'yes' is highest, implying that higher contact
frequency might decrease customer interest (requiring multiple contacts, likely over four times). It
depicts the relationship between 'age' and 'deposit', revealing that middle-aged individuals around 30
years old are more receptive to bank marketing products. It shows the link between 'balance' and
'deposit', indicating that customers with account balances around 5,000 yuan are more likely to
accept bank marketing products, while negative balances may reflect credit risks, requiring banks to
be cautious in promoting financial products. It displays the connection between 'duration' and
'deposit', suggesting that longer call durations may indicate higher customer interest and a greater
likelihood of response. It illustrates the relationship between 'previous' and 'deposit', showing that
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customers with many previous contacts but no response (poutcome = failure) may have reduced
interest in current activities.

4.2. Heatmap of correlation coefficients for continuous variables

Figure 8: Heatmap of correlation coefficients for continuous variables

A heatmap of correlation coefficients for continuous variables is a graphical tool used to visually
display the correlations between multiple continuous variables. By observing the color distribution
of the heatmap as a whole, the redder the color, the stronger the linear correlation between the two
variables; the bluer the color, the weaker the linear correlation between the two variables. From the
heatmap, it can be seen that the overall colors tend towards blue, indicating that the linear
correlation between the variables is generally weak. However, the linear correlation between pdays
and previous is relatively strong compared to other variable pairs, approximately 0.5. It was found
that the overall data exhibits significant nonlinear associations (see Figure 8).

5. Machine learning model training

The overall data shows a significant nonlinear relationship, so to learn the significant nonlinear
correlation of the data, the following machine learning method was designed.
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5.1. KNN

5.1.1. Model performance results

Table 3: KNN model performance evaluation results

precision recall f1-score support

0 0.77 0.78 0.77 1166
1 0.75 0.74 0.75 1067

accuracy 0.76 2233
macro avg 0.76 0.76 0.76 2233

weighted avg 0.76 0.76 0.76 2233

Figure 9: KNN confusion matrix

Figure 10: Receiver operating characteristic example
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Figure 11: KNN precision-recall curve

Based on the model performance training results, the metrics for category 0 are slightly better
than those for category 1, but the difference is minor. The overall prediction accuracy of the model is
0.76, with both macro average and weighted average being 0.76, indicating that the distribution of
alternative samples is relatively balanced. The AUC value of the model is approximately 0.82, and
the AP value is 0.78, suggesting that the model's performance is moderate (see Table 3 and Figure 9-
11).

5.1.2. Model performance analysis

Advantages of KNN: It is simple and easy to understand, with straightforward algorithm logic that is
easy to implement; KNN adapts to nonlinear data, does not assume data distribution, and can handle
data with nonlinear relationships, making it suitable for bank marketing datasets where complex
relationships may exist. It is also well-suited for small-scale datasets; KNN performs well on multi-
class problems. However, KNN is sensitive to noise and outliers. Some features in this dataset
contain outliers (e.g., balance being negative, p days = -1 indicating no contact), and KNN's high
sensitivity to noise and outliers might lead it to choose irrelevant neighbors, thus affecting model
performance. Additionally, KNN has high computational complexity and low efficiency, which
could result in delays when responding to real-time bank marketing activities due to the large
volume of customer data.

5.2. Logistic Regression

5.2.1. Model performance results

Table 4: LR model performance evaluation results

precision recall f1-score support

0 0.79 0.82 0.80 1166
1 0.79 0.76 0.78 1067

accuracy 0.79 2233
macro avg 0.79 0.79 0.79 2233

weighted avg 0.79 0.79 0.79 2233
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Figure 12: LR confusion matrix

Figure 13: LR ROC curve
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Figure 14: LR Precision-recall curve

Based on the model performance training results, the logistic regression model performs
relatively evenly across both categories, with an overall accuracy of 0.79, an AUC of 0.8666, and an
AP of 0.8305, indicating that the model has good classification performance. From the supporting
data, it can be seen that the number of samples for category 0 is slightly higher than that for category
1, which may affect the model's prediction performance for category 1 (see Table 4 and Figure 12-
14).

5.2.2. Model performance analysis

Advantages of logistic regression: The logistic regression model is simple in form, easy to
implement and understand; it has strong interpretability, with model weights representing the degree
of influence of features on the target variable. Disadvantages of logistic regression: Logistic
regression assumes that data is linearly separable, and it performs poorly on non-linear problems,
which is evident in this dataset that shows significant non-linear correlation; there is class
imbalance, with slightly more samples of class 0 than class 1, making the logistic regression model
somewhat lacking in handling class imbalance issues and accurately predicting class 1.

5.3. Catboost

5.3.1. Model performance results

Table 5: Catboost model performance evaluation results

precision recall f1-score support

0 0.87 0.83 0.85 1166
1 0.82 0.87 0.84 1067

accuracy 0.85 2233
macro avg 0.85 0.85 0.85 2233

weighted avg 0.85 0.85 0.85 2233
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Figure 15: Catboost confusion matrix

Figure 16: Receiver operating characteristic example

Figure 17: Catboost precision-recall curve

The analysis of model performance shows that both precision and recall for class 0 and class 1
are high, with an overall accuracy rate of 0.85. The macro average and weighted average F1 scores
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are also high at 0.85, indicating that the model performs well on both categories and maintains good
overall balance. The model's AP value is 0.89, suggesting it effectively balances recall and precision;
its AUC value is 0.92, indicating excellent performance in distinguishing between positive and
negative classes (see Table 5 and Figure 15-17).

5.3.2. Model performance analysis

CatBoost effectively overcomes outliers and class imbalance in this dataset due to its strong
handling of categorical features and robustness. The high AP and AUC values indicate stable
performance across different thresholds, highlighting its advantage in distinguishing between
positive and negative classes while maintaining a balance between precision and recall. Additionally,
the confusion matrix shows that the misclassification rates for categories 1 and 0 are similar, with an
even F1 score, demonstrating that the CatBoost model is well-suited for predictive tasks in bank
marketing.

5.4. Gradient Boosting Decision Tree (GBDT)

Table 6: GBDT model performance evaluation results

precision recall f1-score support

0 0.84 0.81 0.83 1166
1 0.80 0.84 0.82 1067

accuracy 0.82 2233
macro avg 0.82 0.82 0.82 2233

weighted avg 0.82 0.82 0.82 2233

Figure 18: GBDT confusion matrix
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Figure 19: Receiver operating characteristic example

Figure 20: GBDT precision-recall curve

Based on the model performance training results, the F1 scores for categories 1 and 0 are
relatively high, indicating that the model performs comparably well across both categories. The
overall accuracy of the model is 0.82, with an AP value of 0.88 and an AUC value of 0.90,
demonstrating that the model has strong classification capabilities and good overall performance
(see Table 6 and Figure 18-20).

5.5. Random Forest

Table 7: Random Forest model performance evaluation results

precision recall f1-score support

0 0.86 0.81 0.83 1166
1 0.80 0.86 0.83 1067

accuracy 0.83 2233
macro avg 0.83 0.83 0.83 2233

weighted avg 0.83 0.83 0.83 2233



Proceedings	of	ICEMGD	2025	Symposium:	Innovating	in	Management	and	Economic	Development
DOI:	10.54254/2754-1169/2025.LH25226

119

Figure 21: Random Forest confusion matrix

Figure 22: Receiver operating characteristic example

Figure 23: Random Forest precision-recall curve
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Based on the model performance training results, the F1 scores for categories 1 and 0 are both
0.83, indicating that the model's classification performance is relatively balanced. The macro
average and weighted average F1 scores are both 0.83, with an overall accuracy rate of 0.83, an AP
value of 0.88, and an AUC value of 0.90, suggesting that the model performs well (see Table 7 and
Figure 21-23).

6. Comparison of machine learning model performance

Figure 24: Comparison of machine learning model performance

From the model performance comparison chart, the Catboost model has a recall rate of 0.87, an
accuracy rate of 0.85, and an AUC value of 0.92. This indicates that the Catboost model performs
the best, suggesting that it is highly suitable for predictive tasks in bank marketing (see Figure 24).

7. Feature importance and SHAP analysis

Figure 25: Feature importance
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Figure 26: SHAP value visualization

Feature importance analysis is a method used in machine learning to evaluate the impact of input
features on model prediction results. We can see that the 'campaign' feature has an importance score
of 0.4266, indicating that the number of times the bank contacted the customer had the greatest
influence on the model's predictions during this marketing campaign, followed by 'duration' (see
Figure 25-26).

SHAP explainbility values are based on Shapley values [10]. SHAP (SHapley Additive
exPlanations) values are a method for explaining the predictions of machine learning models by
quantifying the contribution of each feature to the prediction outcome. Each point represents the
SHAP value of a sample, with color indicating the size of the feature value (typically red indicates
high feature values, blue indicates low feature values). A positive SHAP value on the right side
means that the feature has a positive impact on the prediction result, while a negative value on the
left side has the opposite effect. The greater the distribution of SHAP values, the more significant
the feature's impact on the model's prediction results. In the chart, the SHAP values for 'duration' are
widely distributed, indicating that call duration significantly affects the model's prediction results.
The positive SHAP values on the right side for 'duration' are blue, indicating low feature values,
while the negative SHAP values on the left side are red, indicating high feature values. This suggests
that when the feature value is lower, its positive impact on the model's output is more pronounced.
Next, the SHAP values for 'contact' are also widely distributed, indicating that the contact method
has a certain influence on the model's prediction results. The remaining features have narrower
distributions, suggesting they have less impact on the model's prediction results. Based on feature
importance analysis and SHAP analysis, 'campaign' and 'duration' are the most important features,
having the greatest impact on the model's prediction results.

8. Conclusion

8.1. Research conclusions

This study conducts statistical descriptions and visual analyses based on banking marketing data,
revealing a significant nonlinear correlation. Consequently, the aforementioned model framework
was designed for research, comparing the performance of five models and performing feature
importance and SHAP value visual analyses. According to the feature importance and SHAP
analyses, 'campaign' and 'duration' are the most important features. Excessive contact attempts may
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reduce customer interest, while longer call durations indicate higher customer interest and a higher
likelihood of response. Therefore, these two features have the greatest impact on the model's
prediction results.

The study designed a bank marketing prediction model based on Catboost and compared its
performance with four other machine learning models (KNN, logistic regression, GBDT, and
random forest). The comparison shows that the Catboost model has a recall rate of 0.87, an accuracy
rate of 0.85, and an AUC value of 0.92, indicating that it performs best among the models, making it
highly suitable for such banking marketing prediction tasks.

8.2. Future research

Due to insufficient data sample size, the machine learning model is unable to extract enough
information, affecting the validity of the experimental results. Additionally, the model may suffer
from 'algorithmic bias' due to data bias, and the black-box nature of CatBoost may obscure the
indirect impact of sensitive features. Future research could also explore ensemble learning as a
direction, delving into different configurations of CatBoost for integration to enhance generalization
ability.
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