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Predicting whether a criminal is likely to commit another crime is an important
research topic in the fields of criminology and sociology. This article explores various
factors that affect the likelihood of recidivism among criminals, including age, gender, and
social race. Through a comprehensive literature review and statistical analysis of the impact
of different factors on the number of criminals, this study uses data science to investigate
which factors affect the recidivism rate of crime, and proposes some key factors for
predicting the likelihood of criminal recidivism. Finally, this article explores how to use
these predictive factors to improve the prediction and intervention measures of crime
recidivism rates, and establishes relevant models to predict the risk of crime recidivism, such
as Random Forest model logistic regression model, decision tree model, and support vector
machine model. The accuracy of these four models is compared and analyzed.

recidivism, decision tree, logistic regression, support vector machine, random
forest.

In today's information age, predicting whether criminals are likely to commit crimes again has
important practical significance and social value. By effectively predicting the risk of recidivism,
preventive measures can be taken to reduce potential criminal behavior and protect public safety. It
can not only improve the quality of judicial decision-making, optimize resource allocation, but also
promote the rehabilitation of criminals, protect public safety, reduce the number of victims, and
enhance the credibility of the judicial system. The decrease in recidivism rate means that society will
face fewer criminal threats and ultimately establish a more harmonious and safe social environment.
In the United States, the government uses risk assessment tools (RAI) to assist judges in determining
who can be released on bail and who can be detained. The risk assessment process mainly relies on
the dataset of criminal recidivism. These datasets typically contain various factors that affect crime
(age, race, gender, etc.) as well as criminal history. Therefore, this article analyzes the factors that
affect recidivism through existing datasets and constructs three models to predict recidivism rates
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and compare them. The model can classify prisoners as high-risk or medium risk, thereby helping
judges determine sentencing measures for prisoners.

The strongest predictor domains were criminogenic needs, criminal history/history of antisocial
behavior, social achievement, age/gender/race, and family factors [1]. The widely used commercial
risk assessment software COMPAS is no more accurate or fair than predictions made by people with
little or no criminal justice expertise [2]. Recidivism prediction instruments (RPIs) provide decision-
makers with an assessment of the likelihood that a criminal defendant will reoffend at a future point
in time. Black defendants were far more likely than white defendants to be incorrectly judged to be
at a higher risk of recidivism, while white defendants were more likely than black defendants to be
incorrectly flagged as low risk [3]. This work ended up choosing the random forest model both to
predict two-year recidivism and two-year violent recidivism. Our model for violent recidivism
performs worse than our model for general recidivism; this is to be expected, however, considering
the low prevalence of violent recidivism cases in the data. In both cases, the model slightly
outperforms the corresponding COMPAS classifier. This work also gathered evidence that suggests
that the COMPAS classifier is more biased against particular groups than our classifier [4]. In
forecasting who would re-offend, the algorithm correctly predicted recidivism for black and white
defendants at roughly the same rate (59 percent for white defendants, and 63 percent for black
defendants) but made mistakes in very different ways [5].

The dataset includes records of 6,172 individuals from Broward County, Florida, who have been
convicted of a crime. The columns provided in the dataset include:

(1) number of prior convictions: The number of previous offenses or criminal convictions an
individual has.

(2) age: The age of the indiviual at the time of the study or incident.

(3) gender: The gender of the individual, typically categorized as male, female,

(4) misdemeanor: A variable that might indicate whether the current or past offenses are
misdemeanors (as opposed to felonies).

(5) ethnicity: The ethnic background of the individual, which may be used to study demographic
trends.

(6) recidivism: A measure of whether the individual has reoffended after previous offenses, often
within a specific period.

The original dataset had 21 columns, but due to the presence of some duplicate data, duplicate
columns or some almost worthless columns were removed. At the same time, categorical variables
are converted to dummy variables, and transform variables with multiple categories into multiple
dummy variables represented by 0 or 1. For example, dividing race into multiple dummy variables
and dividing age into two dummy variables: young and old. Introducing dummy variables can help
us solve the problem of multi class variables, enabling the model to better capture the impact of
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different classes on the dependent variable. This dataset has 6172 rows, and since there are no
missing data, all rows of data have been retained.

3.3. Descriptive statistics

In this study, Exploratory Data Analysis was performed first to gain a comprehensive understanding
of the dataset. The subsequent section provides a description of the data and the distributions for
each variable.

3.3.1. Age groups

Count of People of Different Age Groups

Number of Individuals

2645  owras  underzs
Age Group

Figure 1. Count of people of different age groups

The analysis reveals a significant age-related pattern in criminal behavior. Most individuals
involved in crime fall within the 26 to 45 age range, and about 20% of individuals engaged in
criminal activities are either over 45 or under 25 years old as shown in Figure 1. This suggests that
the likelihood of committing crimes is higher among people in the middle age group, whereas
younger and older individuals are less prone to engage in criminal activities. Further exploration
outside the current scope of analysis but potentially valuable for future research includes the impact
of approaching significant age milestones on criminal behavior. Specifically, it would be insightful
to investigate whether individuals nearing age milestones such as retirement show a higher
propensity to commit crimes compared to their younger counterparts. This line of inquiry could
provide deeper understanding of the social and psychological factors influencing criminal actions
across different life stages.

3.3.2. Gender

Table 1. Count of people of different gender

Gender Count Proportion
Female 1175 0.19
Male 4997 0.81

As shown in Table 1, the gender variable is unevenly distributed between males and females.
Men account for 81% of the total number of criminals, while women account for 19% of the total
number of criminals. It can be seen that men are often more prone to committing crimes.
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3.3.3. Ethnicity

Count of People of Different Ethnicities
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Figure 2. Count of people of different ethnicities

The analysis of the racial composition among the crime population reveals significant disparities.
As shown in Figure 2, African Americans constitute approximately 50% of the total individuals
involved in criminal activities, amounting to 3,175 people. Caucasians represent about 35% of the
crime population, highlighting a pronounced involvement compared to other racial groups. In
contrast, Native Americans and Asians each make up less than 1% of the total crime figures,
indicating a much lower propensity for criminal involvement. Additionally, Hispanic and other racial
groups collectively account for around 5%. These statistics suggest that race has a considerable
influence on crime rates, with African Americans and Caucasians more likely to engage in criminal
activities. This disparity raises important questions regarding the social, economic, and systemic
factors that contribute to these observed patterns of criminal behavior across different racial groups.
Further research could provide deeper insights into the mechanisms driving these disparities and
help inform targeted interventions.

3.3.4. Charge degree

Table 2. Charge degree

Degree Count Proportion
Felony 3970 0.64
Misdemeanor 2202 0.36

Table 2 shows that most people in the dataset (64%) have been charged with serious crimes,
reaching 3970 individuals. 2202 people have been charged with minor offenses.

3.3.5. Descriptive statistics of reoffended prisoners

The analysis of recidivism within the dataset reveals that 2,809 prisoners have reoffended. Of these
recidivists, a significant majority, 85%, are male, underscoring a strong gender disparity in repeat
offending. Racially, African Americans and Caucasians together comprise 80% of the recidivism
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population, highlighting predominant trends among these groups. In terms of age, the 26 to 45 age
bracket continues to represent a substantial portion of repeat offenders, like initial crime rates.
However, there is a noticeable shift among younger individuals, who now constitute 27% of
reoffenders, an increase from their representation in primary offenses. In contrast, only 15% of
recidivists are elderly, suggesting a lower propensity for reoffending among older populations.
Regarding the severity of crimes committed, data indicates that 71% of repeat offenses are
committed by individuals previously convicted of serious crimes. This finding suggests a tendency
for those who have engaged in severe criminal acts to reoffend, emphasizing the need for targeted
interventions that specifically address the recidivism risks associated with serious offenses.

In this study, four different machine learning models were used to predict the recidivism rate,
namely Logistic Regression, Support Vector Machine, Decision Tree and Random Forest. This work
divided the dataset into 80% training data and 20% test data. To fully analyze the predictive ability
of these models in this context, each model is evaluated based on its performance on the test data
with reference to four performance metrics, namely, accuracy, sensitivity, precision, and F1 score.

Logistic regression extends linear regression to predict the probability of an event occurring by
using the logit function to map the output to a range between 0 and 1, which allows it to be used to
solve binary classification problems [6].

Py=1|X)= 1+e—(ﬂ0+ﬂ111-¢1—ﬁ2w2+u.+,ann) (1)
where [ represents the model coefficients and X represents the features. The parameters of a
Logit model, B = (8o, B1,---,8%) , are usually estimated by Maximum Likelihood Estimation
(MLE). For ease of computation, the maximized log-likelihood function is generally computed.
However, most of the time it does not have a closed-form solution, so it will be computed using
gradient descent because in machine learning, the cost or loss function can be effectively minimized
using gradient descent [7]. The gradient descent method iterates the parameters in such a way that
they move in the direction of the steepest ascent of the log-likelihood function:

Biy1 = B +aV (By) (2)

where a is the learning rate, and V (B;) is the gradient of the log-likelihood function with
respect to [ at the current iteration ¢ . The modeling process of logistic regression involves an
iterative approach by trying to set up different combinations of variables as well as interaction terms
and analyzing them with ANOVA and comparing their performance on test data. This resulted in a
final logistic regression model with good performance and interpretability. The final model is shown
below:

logit(pi) = Bo + BT X + € 3)
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where p; is the probability of reoffending for the i th individual,

g =

number_of_prior, Bmalea B old» /Byounga ﬂ misden ﬂold:number,of,priora /Byoung:number,of,priora (4)
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}
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4.1.2. Support vector machine

SVM is to find the optimal hyperplane in a high-dimensional space so that it splits the data points of
different categories. To ensure the most efficient separation, SVM maximizes the margin, the
distance between the hyperplane and the nearest data point in each category [8]. The method used in
this study is the soft margins of the SVM, a method that allows for some misclassification, which
weighs the margin width against the classification error, by introducing the slack variable &; and
the cost parameter C . The optimization problem is:

Minimize: 3 11lwl?+CY 0 & (6)

subject to y; (w? - ¢ (zs) +b) >1—&, & >0,

where w is the weight vector, b is the bias. In this paper, a radial basis function kernel is used
to find separating hyperplanes by mapping linearly non-separable data into a higher dimensional
space, making it linearly separable [9].

K(z,zr) = e ==l (7)

Where |z —’||® is the squared Euclidean distance between data points in the original feature
space, the parameter y controls the influence of a single training example. Based on previous
exploratory analyses of the data, each variable could play a role in predicting recidivism, so all
predictor variables were used to model the SVM to fully assess the impact of predictors on
recidivism.

4.1.3. Decision tree

A decision tree is a tree-structured predictive model. The core idea is to recursively partition the data
space, splitting it into increasingly smaller subsets until the subsets meet a stopping criterion. A
decision tree consists of nodes and edges. Each node represents a feature, and each edge represents a
possible value or range of that feature, thereby creating a structure that efficiently separates the data
into distinct classes. Key components of this process include the use of entropy to measure the
impurity of nodes, information gain to determine the most informative feature for each split [10],
and cost complexity pruning to simplify the tree and prevent overfitting.
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Entropy: A dataset's uncertainty or impurity is measured by entropy, which is used to evaluate the
purity of a node. Entropy E (D) for a dataset D of binary classes can be mathematically
represented as:

E (D) = —p-logs (p+) — p-logs (p-) (8)

where p; and p_ are the proportion of positive examples and negative examples in the set
respectively.

Information Gain: The expected reduction in entropy is measured by Information Gain, which is
utilized to determine the feature on which to split at each step in constructing the tree. The
information gain IG (D, A) for the dataset D split on feature A is:

IG (D, A) = E(D) ~ Y yevames(a) -5 E (D) )

where D, isthe subset of D where feature A has value v .

Cost Complexity Pruning: Cost complexity pruning is a method utilized to streamline a decision
tree by cutting away branches that hold minimal significance.

The tree is pruned using a complexity parameter « that controls the trade-off between the tree's
complexity and its accuracy [11]. The cost complexity is calculated as:

R (T) = R(T) + a x |Leaves (T (10)

where R (T) is the misclassification rate of the tree, and |Leaves (T)| is the number of nodes.

This work constructed the decision tree model by analyzing the relationships among key variables,
including the number of prior convictions, age (young and old), gender and dummy variables of
race. To prevent overfitting, the work optimized the model using cost complexity pruning, which
helped simplify the model's structure. In the final pruned model, the number of prior convictions,
age, and gender were identified as the primary factors influencing recidivism risk. Figure 3 shows
how the final decision tree model performs the classification task.

Decision Tree

0
.54 46
100%

0 nump < -0.16

65 .35
63%

young =0 1
49 .51
18%

male =0
0 1
66 .34 .45 55
4% 14%

Figure 3. Decision tree on recidivism risk factors

4.1.4. Random forest

Random Forest, an ensemble technique, enhances model accuracy and robustness by aggregating
multiple decision trees. In the process of building each decision tree, Random Forest randomly
chooses a subset of features from the entire set, promoting diversity among the trees. Then, each tree
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makes an independent prediction, and the final prediction is determined by majority vote. By
random feature selection and voting mechanism, Random Forest effectively reduces overfitting and
offers better generalization to new data. The final model uses various predictors such as the number
of prior convictions, demographic factors (age groups and male), the type of current offense and
ethnicity dummies. Then the hyperparameter setup is like this, 500 trees are grown in the forest,
which helps ensure that the model is stable and less prone to overfitting. The number of variables at
each split is approximately 3, the square root of the number of predictors. Although the random
forest model has strong predictive power, its characteristics make it less explanatory as a model for
predicting recidivism.

4.2. Performance metrics

The classification models constructed during the implementation phase were evaluated using key
performance metrics, including accuracy, sensitivity (recall), precision, and the F1 score. These
metrics provide a comprehensive assessment of the models' ability to correctly predict whether an
individual was likely to reoffend within two years of their current offense. Table 3 shows the
confusion matrix and the definitions of true negative (TN), false negative (FN), true positive (TP),
false positive (FP).

Table 3. Confusion matrix for TP, TN, FP, FN

Actual

Predict 0 !
0 TN FN
1 FP TP

4.2.1. Accuracy

Accuracy measures the overall prediction capability of the model. In the context of recidivism
prediction, a high accuracy indicates that the model can correctly predict whether an individual will
re-offend in most cases.

TP+TN (1 1 )

Accuracy = T FPTEN

4.2.2. Sensitivity (recall)

Sensitivity, also known as recall, is used here to assess whether the model can correctly identify
most people who will reoffend. It refers to the proportion of true positive predictions relative to the
total number of actual positive cases.

Sensitivity = %\, (12)
4.2.3. Precision

Precision is used to assess whether most people predicted to reoffend are true reoffenders. It is
calculated as the ratio of true positive predictions to all positive predictions made by the model.

‘oo _ _TP
Precision = 7517p (13)
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The F1 score, the reconciled mean of precision and recall, is used to model whether the model can
both effectively identify actual re-offenders and simultaneously minimize false alarms.

_ 2XRecallx Precision
F1 Score = Recall+ Precision (14)

Table 4. Performance metrics for different models

Model Accuracy Sensitivity Precision F1 Score
Logistic Regression 0.687 0.665 0.577 0.618
Support Vector Machine 0.669 0.647 0.536 0.586
Decision Tree 0.667 0.606 0.686 0.644
Random Forest 0.679 0.649 0.584 0.615

This work compares the performance of four different models in predicting recidivism rates.
These models are Logistic Regression, Support Vector Machine, Decision Tree, and Random Forest.
The work uses four evaluation metrics: Accuracy, Sensitivity, Precision, and F1 Score to conduct the
comparison and analysis. The results are showed in Table 4.

According to Table 4, the Logistic Regression model has an accuracy of 0.687, the highest among
the four models, indicating that it has the best overall prediction capability. This means that the
Logistic Regression model can correctly predict whether an individual will re-offend in most cases.
Its sensitivity is 0.665, also the highest, showing that it is quite good at identifying most of the
individuals who will actually re-offend. However, its precision is only 0.577, the second lowest
among the models, indicating that a significant portion of those predicted to re-offend are false
positives. The F1 score is 0.618, balancing sensitivity and precision, but it is lower due to the low
precision.

The Support Vector Machine model has an accuracy of 0.669 base on Table 4, slightly lower than
Logistic Regression, but still relatively high. Its sensitivity is 0.647, the third highest, meaning it is
somewhat less effective at identifying true positives compared to Logistic Regression and Random
Forest. The precision is 0.536, lower than other three models, indicating more false positives. The
F1 score is 0.586, still be the lowest, indicating a bad performance affected by lower precision.

The Table 4 shows that the Decision Tree model has an accuracy of 0.667, the lowest among the
four models, suggesting it is the least effective in overall prediction. Its sensitivity is 0.606, the
lowest, indicating it struggles the most with identifying actual re-offenders. However, the Decision
Tree model has the highest precision of 0.686, suggesting it has the fewest false positives. The F1
score is 0.644, the highest among the models, indicating it maintains the best balance between
precision and sensitivity. The Random Forest model has an accuracy of 0.679, medium performance,
shows that the prediction ability of the model is moderate. Its sensitivity is 0.649, the second
highest, showing it effectively identifies individuals who will re-offend. The precision is 0.584, the
second highest, indicating a good rate of true positive predictions. The F1 score is 0.615, close to
Logistic Regression, showing it balances precision and sensitivity well.
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The result indicate that Each model has its own advantages and limitations. In logistic regression,
each feature has a corresponding coefficient, and these coefficients directly determine the influence
of the feature on the probability of the predicted outcome. The positive coefficient indicates the
positive correlation between the feature and the result, and the negative coefficient indicates the
negative correlation. Moreover, logistic regression is usually based on the maximum likelihood
estimate for parameter estimation, and the maximum likelihood estimate itself is resistant to outliers,
so the logistic regression model is relatively robust. So logistic regression is suitable for those cases
in need of transparency and robustness. According to the test, logistic regression model has the best
performance in accuracy and sensitivity, indicating that it has strong ability in prediction accuracy
and coverage, and is suitable for those situations requiring broad identification of potential
recidivism. However, low in accuracy means that the model may generate more false positives,
which can be a disadvantage in some applications that are sensitive to false positives.

The idea of SVM is to find an optimal hyperplane (a straight line in two-dimensional space, a
plane or hyperplane in higher dimensional space) so that different classes of data have the greatest
spacing on both sides of this hyperplane. This maximum interval characteristic makes SVM have
better generalization ability and reduces the risk of overfitting. In this test, the overall performance
of support vector machines is relatively bad across all models, especially in accuracy and F1 scores.
And that suggests that if the situation don’t accept the high cost of miscalculation, caution should be
exercised in choosing this model. The decision tree considers only one feature at a time of
segmentation, it can flexibly adapt to the way different features affect the output variables. This
single-feature focus strategy, combined with recursive segmentation, enables decision trees to
effectively deal with non-linear features. Also, decision trees usually do not require normalization or
standardization of the data. They can process raw data directly and are insensitive to different scales
of data. In this test, decision tree is good at precision, which makes it the best model for reducing
false positives. It is still an option worth considering if the goal is to minimize the recurrence of
misidentification, although its performance in accuracy and sensitivity is not optimal.

The random forest is an integrated model composed of multiple decision trees. While a single
decision tree is very interpretive because each decision point and path can be visually seen, a
random forest contains many such trees, each of which may give different predictions, and the final
prediction is based on the combined results of all the trees. This integration process makes the model
decision complex and non-transparent. In this test, the random forest model shows a good balance,
and its performance is more balanced in every index. This feature makes random forest the most
suitable option in cases where both false positives and missed positives need to be considered. In
conclusion, while Logistic Regression has the best accuracy and sensitivity, the Decision Tree model
provides the best balance between precision and sensitivity, making it a strong candidate for
predicting recidivism with fewer false positives. However, the final choice of the model should also
consider the specific requirements and constraints of the prediction task.
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