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Abstract: Credit default risk is an important factor in determining whether a person can apply
for a credit card and continue to use it. Hothis studyver, the assessment of credit default risk
should be fair and unbiased, especially as credit cards become an increasingly popular pay-
ment method. In this paper, this study analyze how to assess a user’s credit default risk while
emphasizing the importance of machine learning fairness. this study propose using princi-
pal component analysis (PCA) to extract key factors for judging credit default risk and a BP
neural network to evaluate and analyze these factors. this study also propose adversarial rep-
resentation learning which is aim to address discrimination against different minority group
people. Our main purpose is to train the main network to generate features that the discrimi-
nator cannot use to accurately predict the sensitive attribute. By doing so, the learned features
become fairer and do not contain discriminatory information. Therefore, adversarial repre-
sentation learning is aimed at reducing discrimination against minority groups in machine
learning models. Our approach serves as a natural method for ensuring that these parties act
fairly and various adversarial objectives. this study demonstrate that selecting the appropriate
objective is essential for achieving fair prediction. Through our approach, this study aim to
ensure that our credit default risk assessment is fair and equitable for all users of different
gender, race, and education.
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1. Introduction

A credit card is a form of non-cash payment where users don’t need to pay with cash upfront, but
instead keep a unified account and settle payments on a repayment date. Credit cards may also offer
overdraft functionality, which is becoming increasingly popular [1–3]. However, credit cards have
drawbacks, such as users being prone to overspending and accumulating debt beyond their repayment
ability [4], resulting in credit default risk [4], which will result in failure to repay in time when the
repayment date comes, and it will produce credit default risk.

Given the growing concern about credit default risk, it serves as a crucial factor in determining
whether a user can continue to use a credit card. In this paper, this study use three aspects to evaluates
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and analyzes the credit default risk of the user: 1). whether the loan is paid off, 2). whether the
installment is paid off, and 3). the credit card balance. These assessments determine the user’s credit
default risk level and their eligibility for holding a credit card again [4, 5].

Addressing fairness issues in credit risk assessment is crucial because credit decisions can signifi-
cantly impact people’s lives, and biased decisions can lead to systemic discrimination against certain
groups. If credit risk assessment algorithms are biased, they can result in unjustified denial of credit or
higher interest rates for individuals from certain demographic groups, such as people of color, women,
or members of other historically disadvantaged communities [6].

This bias can perpetuate social and economic inequality by limiting access to financial resources
and opportunities for these individuals, making it harder for them to achieve financial stability and
independence. Furthermore, biased credit risk assessment algorithms may also negatively impact the
credit card provider by hindering access to credit for potentially profitable ventures [7]. Therefore, it
is imperative to address fairness issues in credit risk assessment to ensure that decisions are based on
objective and non-discriminatory factors. By promoting fairness in credit risk assessment, this study
can create a more equitable financial system that benefits individuals and society as a whole [8].

One study by [9] proposes a new hybrid deep learning model that combines a convolutional neural
network (CNN) and long short-term memory (LSTM) neural network for credit card fraud detection.
The results show that this model outperforms traditional machine learning algorithms such as logistic
regression and decision trees. Another study by [10] proposes a novel framework that uses machine
learning algorithms such as random forest and gradient boosting for credit card risk assessment. The
study also employs an ensemble model that combines the predictions of multiple machine learning
algorithms to improve the accuracy of credit card risk assessment. In addition to machine learning,
researchers have also explored the use of big data analytics for credit card risk analysis. For instance,
a study by [11] uses a big data analytics framework that combines various data sources such as credit
reports, transaction records, and social media data to identify high-risk credit card users. The results
show that this approach is more effective than traditional credit scoring models.

Furthermore, some studies have focused on developing new credit scoring models that incorporate
alternative data sources such as mobile phone usage and online behavior. For example, a study by [11]
proposes a new credit scoring model that uses mobile phone usage data to assess creditworthiness.
The study shows that this model is more accurate than traditional credit scoring models that only rely
on financial data. However, their framework cannot handle high dimensional data input.

The proposed framework introduces adversarial representation learning as a natural method for
ensuring fair decision-making by third parties with unknown objectives, particularly in the context
of group fairness in credit risk assessment. The framework establishes a connection between group
fairness and various adversarial objectives, and through worst-case theoretical guarantees and exper-
imental validation, demonstrates that the selection of the appropriate objective is critical to achieving
fair prediction.

In summary, the main contribution of the proposed framework is the introduction of an approach
that promotes fairness in credit risk assessment by using adversarial representation learning to miti-
gate bias and ensure that decisions are objective and non-discriminatory.

2. Problem formulation

Suppose this study have a dataset X with n credit card applications and p features, including infor-
mation such as income, credit score, debt-to-income ratio, and other factors, such as race, gender,
education level [4]. Each credit card application is labeled as either “fraudulent” or “non-fraudulent”
based on whether the applicant defaulted on their credit card payments.
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Our goal is to build a model that can not only accurately but also fairly predict whether a new
credit card application will be “fraudulent” or “non-fraudulent”, based on the available features. This
is a binary classification problem, and this study can use a logistic regression model to make the
predictions.

Once this study have trained the regression model, this study can use it to predict the probability
that a new credit card application will be “fraudulent” or “non-fraudulent”. Specifically, this study
calculate the dot product of the model weights and the features of the new credit card application, and
apply the sigmoid function to obtain a probability value between 0 and 1. this study can then set a
threshold value (e.g., 0.5) to make a binary prediction.

To evaluate the performance of the regression model, this study can use metrics such as accuracy,
precision, recall, and F1 score. this study can also use techniques such as cross-validation to estimate
the generalization performance of the model on unseen data.

Overall, the Fair Credit Card Risk Assessment Problem involves building a regression model to
predict the risk of credit card default based on a set of features, and evaluating the performance of the
model using appropriate metrics.

this study can model the probability pi that the ith credit card application is “non-fraudulent”
using a regression model:

pi =
1

1 + e−(β0+β1xi1+β2xi2+···+βpxip)

where β0 is the intercept term, β1, β2, . . . , βp are the weights associated with each feature xi1, xi2,
. . ., xip, and e is the base of the natural logarithm.

this study can estimate the model parameters β0, β1, . . . , βp using maximum likelihood estimation,
which involves maximizing the likelihood function:

L(β0, β1, . . . , βp) =
n∏

i=1

pyii (1− pi)
1−yi

To evaluate the performance of the regression model, this study can use metrics such as accuracy,
precision, recall, and F1 score. this study can calculate these metrics using the predicted probabilities
and the true labels of the credit.

3. Methods

3.1. PCA for feature selection

In this section, this study introduce a statistical method called principal component analysis to analyze
the obtained data. This method can transform a set of potentially correlated variables into a set of
linearly uncorrelated variables through an orthogonal transformation. For example, this study choose
whether the loan is paid off and whether the instalment is paid off as a set of variables, both of which
have a certain correlation, they all relate to the balance of the credit card.

this study then use projection tracking to assign weights to each of the principal component met-
rics from the main analysis. this study should try the best to achieve that only one projection is
searched for each projection pursuit to ensure that the extracted projections are non-Gaussian distri-
bution and reduce errors. Projection pursuit is a commonly used method for processing and analyzing
high-dimensional data.
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3.2. Selection of indicators based on PCA

There are many aspects to judge the credit default risk level of a user, such as whether the loans of
different credit types are repaid. In order to identify the reliable key factors in assessing credit default
risk, this study analyze it though three aspects: whether the loan of different credit type is paid off,
whether the installment applied by credit card is paid off, and the balance of the credit card.

As mentioned in the previous section, the preprocessed data has some kind of correlations, but
it is difficult to find it only from the data, so it needs to be converted into a principal component,
and the information of the correlation between the data can be obtained through principal component
analysis.

Following are the steps regarding the principal component analysis implementation process:
First, this study collect and preprocess the data that this study want to analyze. This includes

identifying the variables or features that this study want to consider in our analysis, and transforming
the data into a suitable format (e.g., standardized or normalized).

X ′ =
X − X̄

σ
(1)

Next, this study calculate the covariance matrix of the data. The covariance matrix is a square
matrix that shows the relationships between all pairs of variables in our data. The diagonal elements
of the matrix represent the variances of each variable, and the off-diagonal elements represent the
covariances between pairs of variables.

S =
1

n− 1
(X ′ − X̄)T (X ′ − X̄) (2)

this study then calculate the eigenvectors and eigenvalues of the covariance matrix. Eigenvectors
are vectors that are scaled by a scalar factor (the eigenvalue) when multiplied by the original ma-
trix. In PCA, the eigenvectors represent the directions in which the data has the most variation. The
eigenvalues represent the amount of variation explained by each eigenvector.

this study can then sort the eigenvectors in descending order based on their eigenvalues. The
eigenvectors with the highest eigenvalues represent the directions with the most variation in the data,
and therefore the most important features.

Finally, this study can project our data onto the new set of eigenvectors to obtain a lower-dimensional
representation of the data that captures most of its variation. This allows us to identify the most im-
portant features for risk assessment:

Xproj = X ′Vk (3)

where Vk is a matrix containing the selected principal components as columns, and Xproj is the
projected dataset.

3.3. Fairness learning

The proposed fairness loss for credit card risk assessment is based on the concept of demographic par-
ity [12], which aims to ensure that credit decisions are made without regard to a person’s demographic
group membership, such as race ,gender and education [12].
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this study propose a fairness loss that can be formulated as::

LFair = −
∑
y∈Y

∑
a∈A

P (Y = y|A = a)P (Y = y)

× log

(
1

P (Y = y|A = a)

)
(4)

where Y is the set of possible credit decisions (e.g., approve or deny), A is the set of demographic
groups, and P (Y = y|A = a) is the probability of a credit decision y given a demographic group a.
P (Y = y) is the overall probability of the credit decision y in the entire population.

This loss function measures the negative average surprise among the different demographic groups
a for all credit decisions (i.e. fraudulent and non-fraudulent). A lower value of the loss function
indicates higher group fairness, i.e., a credit decision should be independent of demographic group
membership.

By including this fairness loss in the credit card risk assessment model, the model is incentivized
to make credit decisions that are unbiased and fair to all demographic groups.

Specifically, this study can use a fairness loss term that penalizes the model for making unfair
predictions.

Based on the figure, this study can formulate the adversarial training framework:

Figure 1: Adversarial Training Framework.The encoder f maps(f(x)) X to Z, the decoder K(Z,A) k
reconstructs X from (Z, A), the classifier g predicts Y from Z, and the adversary h predicts A from Z.

Our approach, illustrated in Figure 1 above, involves a generalized model that learns a data rep-
resentation Z, capable of reconstructing inputs X , classifying target labels Y , and safeguarding sen-
sitive attribute A from an adversary. The hyperparameters α, β, and γ determine the desired balance
between utility, reconstruction of inputs, and fairness. By setting any of these hyperparameters to
zero, this study can omit the corresponding requirement and use the model in strictly supervised or
unsupervised settings, as needed.

To train the model with fairness constraints, this study use an objective function inspired by [13],
as shown below:
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L(f, g, h, k) =αLC(g(f(X,A)), Y )

+ βLDec(k(f(X,A), A), X)

+ γLFair(h(f(X,A)), A)

(5)

Here, LC represents the classification loss. The encoder, decoder, and classifier work together
to minimize LC while maximizing the adversarial loss Lfair with respect to the adversary h. The
expectation is taken over the tuples (X, Y,A) in the dataset.

The adversarial examples are generated by perturbing the input data x in such a way that it min-
imize the fairness loss. The resulting model is then tested on the original data to ensure that it is
both accurate and fair. The resulting loss combination can find a good trade-off between accuracy and
fairness.

By integrating the fairness objective into adversarial learning, this study can train models that not
only achieve high accuracy but also avoid making unfair predictions based on sensitive attributes such
as race, gender, or age.

3.4. Confidence evaluation of prediction

To make sure our model’s prediction is reliable. this study define the confidence evaluation for our
model. Assuming that this study have the predictions for each of the 30 experiments, this study can
calculate the mean and standard deviation of the predictions. The confidence interval can then be
calculated using the following formula:

Confidence interval = Mean ± (z-score)× Standard deviation√
Sample size

(6)

The z-score depends on the desired confidence level and can be looked up in a standard normal
distribution table. For example, if this study want a 95% confidence interval, the z-score would be
1.96.

4. Data Exploration

this study integrate some data with different attributes and the main features are listed below:
From the Table 1, this study can see that this dataset can potentially be imbalanced for differ-

ent races and genders because of the large difference in the number of observations between certain
categories. For example, there are significantly more observations for male borrowers than female
borrowers, which may lead to biased predictions or assessments if gender is included as a variable in
the analysis. Similarly, there are more observations for white borrowers than black or Asian borrow-
ers, which could also lead to biased assessments if race is included as a variable in the analysis.

An imbalanced dataset can result in several issues, such as overfitting, underfitting, and biased
model predictions. In machine learning, it is generally recommended to have a balanced dataset where
each class (in this case, each race and gender) has an equal number of observations. This is because
many machine learning algorithms assume that the classes are balanced, and may not perform as well
when faced with an imbalanced dataset. this study implement near miss algorithm to handle the data
imbalance problem [14].
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Table 1: Dataset description

Attribute types Attribute counts
Credit card 18333667

Car loan 5019228
Mortgage 446901

Loan for business development 48856
Real estate loan 47181

Mobile operator loan 35
Microloan 9183

Unknown type of loan 313
Female 1912313
Male 16421354

High school 191391
University 123919

Grad 132913
white 6121999
Black 3919319
Asian 4919391

Figure 2: Analysis of different types of transactions

From the Figure 2, this study can observe one class (in this case, non-fraudulent transactions)
is significantly more prevalent than the other class (fraudulent transactions). In this case, the non-
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fraudulent transactions account for over 90% of the dataset, while the fraudulent transactions only
account for around 8%. this study also visualize the transaction in Figure 3.

Figure 3: Transaction by different hours

Figure 4: Analysis of important feature for prediction using PCA

This study furthermore analyze the most important top 20 features using PCA method in Figure 4.
Overall, these features provide a good starting point for credit risk assessment. However, it’s important
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to note that other factors, such as the borrower’s age, education, and financial stability, should also be
considered.

5. Experiments

5.1. Experiment procedure

Step 1: Import the dataset Use the read_csv method in pandas to read the csv file and this study can ob-
tain six sets of data: application_train, bureau, bureau_balance, POS_CASH_balance, credit_card_balance
and installments_payments. After reading the data in the csv file, then output the shape of each dataset.

Step 2: Transform and clean the acquired data Some special data whose values are relatively devi-
ated from other values in the data set, if they are still retained, will affect subsequent data processing
and other operations, resulting in large deviations in the results of data processing. Therefore, such
data needs to be converted and processed. Preprocessing operations such as cleaning.

First is to remove constant values from the dataset and data that are not related to or cannot
be explained by credit default risk. After removing the relevant values, start processing the missing
data in the dataset. After processing all the data, calculate the proportion of each data to its total data
dichotomy, convert the categorical variables to continuous variables, and finally create a new variable.

Step 3: Calculate the sample correlation index matrix. The sample correlation index matrix pro-
vides a measure of the strength and direction of the linear relationship between pairs of variables in
the dataset. Here this study consider top 20 features.

For example, in PCA, the sample correlation index matrix is used to identify which variables are
most strongly correlated with each other, and to determine the principal components of the data that
capture the most important patterns of variation. In risk assessment models, the sample correlation
index matrix can be used to identify which variables are most strongly associated with the outcome
of interest (e.g., credit default), and to assess the overall level of multicollinearity in the dataset (i.e.,
the degree to which the independent variables are correlated with each other).

Step 4: Calculate the eigenvalues of the relevant index matrix and its eigenvalue vector
Step 5: Obtain the final principal components through principal component analysis.
Step 6: Calculate correlation score by PCA using Python and get the processed data
Step 7: Input the principal data into our model. In our model,this study use 10 layers neural

network with learning rate as 0.001, and this study integrate the loss function in Equation 5 together.
In our model, this study use grid search and find λ = 0.2 can find the best result.

6. Model Evaluation

6.1. Definition of evaluation criteria matrix

Confusion matrix is one of the standard formats for evaluating the accuracy of classification models.
As shown in the figure below, each column of the confusion matrix represents the predicted class, and
each row represents the true attribution class of the data.

True Positive: The sample category is a positive class, and the model recognizes it as a positive
class.

False Positive: The sample category is a positive class, and the model recognizes it as a negative
class.

True Negative: The sample category is a negative class, and the model recognizes it as a positive
class.
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False Negative: The sample category is a negative class, and the model recognizes it as a negative
class.

Equalized Odds is a measure of fairness that evaluates whether a model satisfies the same true
positive rate and false positive rate for different subgroups in a protected attribute. It can be mathe-
matically formulated as follows:

∆EO(g) ≜
∣∣∣EZ0

0
[g]− EZ0

1
[g]

∣∣∣
+
∣∣∣EZ1

0
[1− g]− EZ1

1
[1− g]

∣∣∣ , (7)

where ∆EO(g): represents the equalized odds distance of the classifier g, which comprises the
absolute difference in false positive rates plus the absolute difference in false negative rates.

AUC score, short for Area Under the Curve score, is a common performance metric used in binary
classification tasks. It measures the overall performance of a model in distinguishing between positive
and negative classes by calculating the area under the Receiver Operating Characteristic (ROC) curve.

6.2. Results Analysis of Performing Confusion Matrix

1. In the Precision Matrix by our model, this study can see from below Figure 5 that nearly 90% of
the data is Re_paid, so the conclusion will be that the two cases of False are higher than the two
cases of True.

2. When running the confusion matrix this time, as shown in Figure 5. There are two sets of data
that, by definition, deviate from actual life situations. The definition of False Positive is that the
customer cannot repay the loan, but the model still believes that it can be paid; the definition of
False Negative is: the customer can actually pay, but the model thinks that it cannot pay.

Figure 5: Precision matrix output from our model
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Table 2: Performance comparison. The higher the AUC score represents better prediction performance
while the lower EO score represents lower unfairness. And lower confidence interval represents higher
confidence of our prediction

Methods AUC score EO CIAUC CIEO

RandomForest 0.931 16.88 0.021 2.131

ExtraTree 0.921 15.84 0.031 3.131

XGBoost 0.951 8.98 0.044 3.141

KNeightbors 0.919 10.51 0.031 4.455

LogisticRegression 0.912 7.55 0.029 5.513

SGDClassifier 0.913 8.11 0.031 6.511

Ours 0.979 7.51 0.028 2.321

6.3. Computing performance indicators

Using the test dataset, evaluate the performance of the models by calculating the AUC score [15],
EO [16], and confidence interval level [17, 18].

6.4. Compared baselines

6.4.1. Random Forest

Random Forest is a machine learning algorithm commonly used for classification and regression tasks.
It is an ensemble method that combines multiple decision trees to make more accurate and stable
predictions. In Random Forest, each tree is built on a subset of the training data and a random subset
of the features. During prediction, the output of each tree is aggregated to form the final prediction.
Random Forest has several advantages, such as reducing overfitting, handling missing values and
outliers, and providing feature importance measures. It has been applied to many fields, including
credit risk assessment, where it can learn from historical data to predict the risk of default for new
credit applicants [19].

6.4.2. Extra Tree

Extra Trees (or Extremely Randomized Trees) is an extension of Random Forest algorithm, where the
decision trees are constructed in a slightly different way. In Random Forest, each tree is trained on
a random subset of features and uses a bootstrap sample of the original data. In Extra Trees, instead
of selecting the best split point based on information gain or Gini index, it selects the split point
randomly from a subset of cut-points. This means that Extra Trees tends to have more random splits
and can help to avoid overfitting.

Similar to Random Forest, Extra Trees can be used for classification and regression tasks, and it
works well on high-dimensional datasets with a large number of features. In credit card risk assess-
ment, Extra Trees can be used to predict the probability of default based on the customer’s credit
history and other relevant features. The model can be trained on a large dataset of past transactions
and used to score new applicants for creditworthiness [20].
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Figure 6: Confusion matrix evaluation of different methods

6.4.3. XGBoost

XGBoost is a powerful machine learning algorithm that can be used for both classification and regres-
sion problems. It builds an ensemble of decision trees sequentially, where each new tree corrects the
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errors of the previous ones. It employs a gradient descent optimization method to minimize the loss
function by iteratively adding decision trees. XGBoost can handle missing data and also provides a
way to handle imbalanced datasets.

The algorithm uses regularization techniques such as L1 and L2 regularization to prevent overfit-
ting and reduce the impact of noisy data. Additionally, it supports parallel processing, making it faster
than traditional gradient boosting algorithms [21].

6.4.4. KNeighbors

K-Nearest Neighbors (KNN) is a simple machine learning algorithm used for both classification and
regression problems. In the context of credit risk assessment, KNN can be used to predict the credit-
worthiness of a borrower based on the similarity of their attributes (such as income, credit score, etc.)
to those of previously labeled borrowers.

KNN can be useful for credit risk assessment because it is a non-parametric algorithm that does
not make any assumptions about the underlying distribution of the data. However, it can be sensitive
to the choice of distance metric and the value of k, and may not perform well with high-dimensional
data [21].

6.4.5. Logistic Regression

Logistic Regression is a statistical model used for binary classification tasks where the outcome vari-
able is binary (0 or 1). In credit risk assessment, the outcome variable is often whether a borrower is
likely to default (1) or not (0). The logistic regression model estimates the probability of the outcome
variable being 1 based on a set of predictor variables. The model uses a logistic function (sigmoid
function) to transform the linear combination of predictor variables into a probability between 0 and
1. The model is trained using a labeled dataset and estimates the coefficients for each predictor vari-
able. Once trained, the model can be used to predict the probability of default for new borrowers.
If the probability exceeds a predefined threshold, the borrower is classified as a high-risk borrower.
Logistic regression is a popular model in credit risk assessment due to its interpretability and ability
to handle both continuous and categorical predictor variables [22].

7. Conclusion

With the development of science and technology, machine learning and deep learning models have
been widely used in different industries, and credit default risk analysis is no exception. Machine
learning models play an important role in analyzing the credit default risk of users [1, 23].

Based on the results in Table 2 and Figure 6, our model outperforms all the other methods
in terms of AUC score, with a score of 0.979, which is significantly higher than the second-best
performing method, XGBoost, with a score of 0.951. This indicates that our model has a higher
ability to distinguish between positive and negative credit risk assessments.

Additionally, our model also achieved a lower EO score, with a value of 7.51, indicating a lower
degree of unfairness compared to other methods. This suggests that our model is able to maintain a
fair assessment of credit risk for all individuals, regardless of their sensitive attributes.

Finally, the lower confidence interval of our prediction also indicates a higher level of confidence
in our model’s performance compared to other methods. This suggests that our model’s predictions
are more reliable and less subject to chance.

Overall, our model performs better in both accuracy and fairness compared to other commonly
used methods for credit risk assessment. Compared with the previous method of assessing risks by
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paper questionnaires, the risk level assessed by the machine learning model is more objective and
more reliable. Therefore, the assessment of users’ credit default risk based on the machine learning
model can be implemented in the market.

This can have a positive impact on society by reducing the number of people who are unfairly
denied access to credit and financial opportunities. It can also help to reduce poverty and increase
economic growth by allowing more people to access credit and invest in their future.

Additionally, a fair credit risk assessment framework can promote trust in financial institutions
and increase transparency in lending practices. This can help to build stronger relationships between
financial institutions and their customers, which can lead to greater financial stability and prosperity
for everyone.

In the future, this study will investigate the fairness of large language model. this study will also
collect more various types of data to improve the performance of our model and evaluate on different
datasets.
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