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Abstract: The recent robust growth of the economy has instigated a heightened interest among 

financial experts in the domain of stock forecasting. Stock price forecasting frequently 

involves a non-linear time series projection due to the volatility nature of the stock market. 

This research proposes and develops an effective method with sentiment analysis neural 

network model for forecasting the closing price of the following day based on the time-series 

properties of stock price data. Several factors affect stock prices at the same time. Simple 

models can only predict with difficulty. As a result, sentiment analysis will be included in 

this study to increase the model's precision. The model architecture encompasses the 

utilization of a Convolutional Neural Network (CNN) for extracting salient features from 

input data, Bidirectional Long Short-Term Memory (BiLSTM) for acquiring knowledge and 

forecasting the extracted features, and an Attention Mechanism (AM) for capturing 

alterations in feature states within the time series data during the prediction process.  The 

NASDAQ Composite Index's closing price the next day for 1281 trading days was predicted 

using this method in conjunction with three other methods to show the method's efficacy. The 

experimental results demonstrate that among the four techniques with sentiment analysis, 

CNN-BiLSTM-AM with sentiment analysis achieve the highest prediction accuracy and 

performance, and the errors of this model are the smallest. The CNN-BiLSTM-AM approach 

with sentiment analysis outperforms the other methods in terms of suitability for stock price 

prediction and is better able to guide investors towards more profitable stock investing 

choices. 
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1. Introduction 

Financial time-series forecasting's most common and difficult task has always been stock price 

prediction. Early studies on stock prediction, however, were based on the Efficient Market Hypothesis 

(EMH), which holds that stock prices only fluctuate in response to the arrival of new information [1], 

making accurate stock price forecasting impossible [2]. However, because the theory's presumptions 

are not always met, relevant investigations cast doubt on its applicability [3]. In order to reconcile the 

EMH and the influence of historical data on stock prices, the Adaptive Market Hypothesis was 

proposed [4]. According to certain research, EMH performed better than others at predicting stock 

returns, indicating that stock prices can be somewhat forecasted [5]. Autoregressive Integrated 

Moving Average (ARIMA) and Univariate Moving Average (MA), and others are common 
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techniques for forecasting time series data. The precision and accuracy of ARIMA models 

particularly shine when anticipating the following lag in a time series. The ability to anticipate time 

series data has improved with advancements in computing power, making more sophisticated 

machine learning techniques like deep learning increasingly useful for stock price forecasting [6].  

Research in machine learning for stock price prediction is broadly divided into two directions, one 

focused on forecasting the fluctuations in the overall stock market, and the other dedicated to 

anticipating the precise values of individual stock prices. The first category of studies mainly used 

classification methods in machine learning. The k Nearest Neighbour (k-NN) classifier is the simplest 

machine learning classifier, and thanks to its fast training speed, it performs better in predicting stock 

data with large amounts of data [7]. Support vector machines (SVMs) have been used as one of the 

most important tools for stock price prediction due to their powerful classification power. Fletcher 

and Taylor further used multi-kernel SVMs to significantly improve prediction performance [8].   In 

terms of stock price prediction, researchers usually use linear regression, neural networks and other 

machine learning methods to study. Actually, neural networks play an important role in predicting 

stock prices over time. The Artificial Neural Network (ANN) can map non-linear functions without 

a priori assumptions and therefore has satisfactory performance in predicting highly non-linear 

financial series data [9]. Recurrent neural networks (RNN) and genetic algorithms (GA) were coupled 

by Kwon et al. to predict the NASDAQ, and the results were superior to those of conventional 

financial techniques [10].  

Additionally, in financial forecasting, increasingly complex deep learning models are gaining 

popularity. To handle embedding events gathered from news websites and predict the S&P index, 

Ding constructed a deep convolutional neural network (CNN) [11]. To examine news items shared 

on social media, Chen constructed a deep recurrent neural network [12]. Recurrent Neural Network 

(RNN) modification known as Long Short-Term Memory (LSTM) can avoid the gradient 

disappearance and gradient explosion issues that RNN has [13]. And the research result of Siami-

Namini demonstrated that deep learning-based LSTM outperforms traditional time series forecasting 

methods [6]. 

While these models can be effective in capturing certain patterns and trends in the market, they 

often struggle to account for external factors that may influence stock prices. News events, political 

developments, economic indicators, and other non-time series data can play a significant role in 

shaping market sentiment and, subsequently, stock price movements [14]. To address this limitation, 

sentiment analysis techniques are employed in this study to analyze news headlines and extract 

sentiment scores. Sentiment analysis involves assessing the polarity of text, determining whether it 

conveys a positive, negative, or neutral sentiment. By quantifying the sentiment scores of news 

headlines, analysts can derive a measure of market sentiment for a given day or period. 

This study suggests a CNN-BiLSTM-AM based method for forecasting the closing price of 

equities the following day. Convolutional neural networks (CNN), bidirectional LSTM (BiLSTM), 

and an attention mechanism (AM) make up the model. From the input stock data and news headline 

sentiment scores, CNN can extract features. The stock closing price for the following day is predicted 

by BiLSTM using the retrieved feature data. In order to increase forecast accuracy, AM is utilised to 

record the impact of various temporal feature states on historical closing stock prices. 

2. Method 

In this section, the sources and content of the share price data and news headline data are firstly 

described. Then the details of the hybrid model CNN-BiLSTM-AM used in stock index prediction 

are provided. Finally, this study presents the selection of hyper-parameters in the hybrid model. 
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2.1. Dataset Description and Preprocessing 

The stock price data and news headline data chosen for the experiment is for the time period 1 May 

2018 to 28 April 2023, which consists of 1,281 trading days. In particular, the share price data is 

derived from Investing's historical share index data for the Nasdaq 100 index, is a closely watched 

indicator of important financial markets for global investors. The index is intended to monitor the 

market capitalization-weighted performance and price volatility of the stocks of 100 major 

corporations. The features such as Nasdaq 100's first traded price and number of stocks traded during 

the day, and adjusted closing price are all included in the stock index data. In this inquiry, the model's 

prediction is based on the Nasdaq 100 closing price. 

A dataset of the top 25 news headlines from Reddit is chosen in order to investigate the content 

features that influence Nasdaq 100 predictions. Reddit ranked as the tenth most popular website 

globally and the sixth most popular in the US, according to Semrush [15].  

The website encompasses an extensive array of subject matters, spanning across diverse topics, 

including international news, politics, economics, science, technology, entertainment and more. This 

study chose news headlines from the forum site to correlate with stock price forecasts because the 

forum site captures hot topics more quickly than official media sites due to their relatively more 

lenient vetting of news headlines. Therefore, the diversity of subjects and timeliness of topics on 

discussion sites make news headlines on such sites more relevant to real-time changes in stock prices. 

Prior to utilizing the data in the model training, integrating the news headlines data with the stock 

price data based on dates is required. The Nasdaq 100 dataset lacks weekend price data as the stock 

market is closed over the weekend, therefore, the weekend data for news headlines needs to be 

removed to ensure that the dates are consistent between the two data sets. Also, the news headline 

dataset was selected for the same time period as the Nasdaq 100 dataset to ensure that datasets from 

different sources could have data for the same time period. Furthermore, the integrated data will be 

normalised together. 

2.2. CNN-BiLSTM-AM 

The origin of the CNN architecture was proposed by Kunihiko Fukushima in 1980, which consists of 

convolutional layers and down sampling layers [16]. Lecun first used backpropagation to fully 

automate the learning of convolutional kernel functions from handwritten digital images in 1980, and 

CNN became widely used for problems such as image recognition and computer vision [17]. Due to 

the superior performance of two-dimensional CNN for feature extraction in image data, for time series 

data, we use one-dimensional CNN for feature extraction. Researchers such as Chen et al. [18], Ba et 

al. [19], and Hu et al. [20] have proposed various methods to improve algorithmic trading frameworks 

and predict financial time series data using deep CNN models, planar feature representations, and 

clustering techniques. It excels at feature extraction, leveraging local perception and weight sharing 

to reduce parameters and enhance learning model efficiency. Comprising convolution layers, pooling 

layers, and fully connected layers [21], CNN employs convolution kernels to extract data features 

[22]. To address the issue of high-dimensional extracted features, a pooling layer is introduced [22]. 

Schmidhuber first proposed the LSTM network in 1997 [23]. Its predecessor, the RNN, served as 

a model for it, and its primary goal is to address RNN's enduring gradient explosion and gradient 

disappearance issues [24]. The LSTM network introduces a cell unit along with three gate structures 

to govern the information flow in accordance with the RNN, in contrast to the conventional RNN 

which solely employs a single recurrent module. These gate structures encompass the forgetting gate, 

the input gate, and the output gate. The visual representation of the fundamental LSTM structure can 

be found in Figure 1. 
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Figure 1: Structure of LSTM.[25]  

A development over the conventional one-way LSTM network is the BiLSTM network. It 

comprises of two separate LSTMs, one moving ahead and the other moving backward, allowing for 

feature extraction. The final network output is created by joining the two LSTMs' output vectors. This 

distinct neural network topology outperforms LSTM networks in terms of effectiveness and 

performance when extracting features from time series data [26]. 

Considering the notable feature extraction capabilities of CNN and the adeptness of RNN in 

processing time series data, an ideal architectural design would amalgamate both models, leveraging 

their respective strengths to enhance the precision of predictions. With this objective in mind, the 

present investigation introduces an integrated architecture that combines CNN and BiLSTM. By 

fusing distinct representations derived from financial time series data, the proposed approach aims to 

advance the accuracy of stock price prediction. 

Attention Mechanism (AM) is a method to select key information by calculating attention 

probability distributions. It aims to optimize traditional models by emphasizing important inputs from 

a large amount of information. Inspired by human visual attention, which quickly identifies crucial 

areas to gather detailed information, AM selectively focuses on significant information while 

disregarding unimportant details, assigning varying degrees of importance to different pieces of 

information. It has been widely adopted in speech recognitio, picture captionin, and machine 

translation. 

In this paper, the attention mechanism is also taken into account to memorise lengthy sequences 

in order to increase the scalability and accuracy of the integrated neural network model.  

A comprehensive depiction of the network structure can be observed in Figure 2. 

 

 

     

  

  

  

  

    

    

  

 

 

       
                      

    

           

Proceedings of the 2nd International Conference on Financial Technology and Business Analysis
DOI: 10.54254/2754-1169/47/20230369

43



 

Figure 2: The structure of CNN-BiLSTM-AM model (Photo/Picture credit: Original).  

2.3. Implementation Details 

The approach was compared with BiLSTM, CNN-BiLSTM, and CNN-BiLSTM-AM in the same 

operational environment to show the efficacy of CNN-BiLSTM-AM with sentiment analysis. 

Tensorflow 2.0 in Python is used to implement the model.  

2.3.1. Parameter Settings 

The model's parameter settings are displayed in Table 1: 

Table 1: The setting of parameters for CNN-BiLSTM-AM model. 

Parameters Values 

filters 128 

kernel size 2 

activation function Relu 

Number of hidden units in BiLSTM layer 64 

activation function Relu 
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This paper adopts uniform training parameters for all methods, wherein the epoch is set to 50, the 

mean squared error (MSE) is utilized as the loss function, the Adam optimizer is selected, a batch 

size of 64 is employed, a time step of 2 is applied, and a learning rate of 0.01 is utilized. 

2.3.2. Evaluation Metrics 

Stock price forecasting falls under the category of regression forecasting and therefore this paper uses 

Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) to evaluate the performance of 

the model. These error metrics are calculated as follows: 
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Figure 3: The summary of CNN-BiLSTM-AM model (Photo/Picture credit: Original). 

The diagram Figure 3 illustrates the model building process. The first layer builds a fully connected 

layer to receive complete data, which is passed to the lower layer for processing by a bi-directional 

Proceedings of the 2nd International Conference on Financial Technology and Business Analysis
DOI: 10.54254/2754-1169/47/20230369

45



LSTM after acquiring neurons with short-term features through one-dimensional convolutional layer. 

The neurons learn complete information using the bi-directional feature, and then a Batch 

normalisation layer is called to speed up training to prevent gradient disappearance to aid model 

refinement. 

3.  Results and Discussion 

3.1. The Performance of Various Models 

The pre-processed data were employed to train BiLSTM, CNN-BiLSTM, CNN-BiLSTM-AM, CNN-

BiLSTM-AM with sentiment analysis respectively, and the resulting models were used to do 

prediction, comparing the true values with the predicted values, as shown in Figures 4, Figure 5, 

Figure 6 and Figure 7. 

 

Figure 4: Comparison of BiLSTM predicted value and real value (Photo/Picture credit: Original). 

 

Figure 5: Comparison of CNN-BiLSTM predicted value and real value (Photo/Picture credit: 

Original). 
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Figure 6: Comparison of CNN-BiLSTM-AM predicted value and real value (Photo/Picture credit: 

Original). 

 

Figure 7: Comparison of CNN-BiLSTM-AM with sentiment analysis predicted value and real value 

(Photo/Picture credit: Original). 

The broken line fit between the true and predicted values for CNN-BiLSTM-AM with sentiment 

analysis, CNN-BiLSTM-AM, CNN-BiLSTM, and BiLSTM was graded from highest to lowest 

among the four prediction methods. While BiLSTM had the lowest degree of line fit, CNN-BiLSTM-

AM with sentiment analysis had the highest degree of line fit, virtually entirely overlapping the true 

and predicted values. The evaluation error indicators for each technique may be derived based on the 

anticipated and true values for each approach, and the results of the comparison of the four methods 

are displayed in Table 2. 

Table 2: Comparison of five models evaluated by two indicators. 

Method RMSE MAE 

BiLSTM 0.08 265.75 

CNN-BiLSTM 0.07 222.01 

CNN-BiLSTM-AM 0.05 200.55 

CNN-BiLSTM-AM with 

Sentiment Analysis 

0.05 158.35 
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Table 2:(continued). 

CNN-BiLSTM-AM with 

Sentiment Analysis 

0.05 158.35 

3.2. Discussion 

The CNN-BiLSTM-AM with sentiment analysis has the lowest MAE and RMSE, as shown in Table 

2. BiLSTM, on the other hand, has the lowest MAE and RMSE. In order of high to low prediction 

accuracy, the four approaches are CNN-BiLSTM-AM with sentiment analysis, CNN-BiLSTM-AM, 

CNN-BiLSTM, and BiLSTM. After the CNN layer, there is a reduction in MAE and RMSE for 

BiLSTM. The CNN-BiLSTM's prediction accuracy increased when it was used in AM. The RMSE 

declined by 0.02 and the MAE by 21.46. The MAE reduced to 158.35 and the RMSE decreased to 

0.05 when the sentiment analysis data were further included, marking the model's highest prediction 

performance. The outcomes demonstrate that of the four approaches, CNN-BiLSTM-AM with 

sentiment analysis performs the best. Among the four examined approaches, the research proposes 

that the CNN-BiLSTM-AM method, integrated with sentiment analysis, exhibits superior 

performance in forecasting the subsequent day's closing price of the stock. Consequently, this method 

serves as a valuable reference for investors in making optimal investment decisions. 

4. Conclusion 

In this paper, an effective CNN-BiLSTM-AM with sentiment analysis neural network model is 

suggested and implemented to forecast the stock price. Additionally, the model makes use of CNN to 

extract features from the input data, BiLSTM to learn from and forecast the extracted feature data, 

and AM to capture how the feature states of the time series data change over time and how that 

changes the outcome of the prediction. The experimental results demonstrate that BiLSTM, CNN-

BiLSTM, CNN-BiLSTM-AM, and CNN-BiLSTM-AM with sentiment analysis are the four methods 

with the smallest MAE and RMSE. The CNN-BiLSTM-AM model, incorporating sentiment analysis, 

demonstrates the highest level of prediction accuracy and superior performance compared to other 

methods. Future research will not only make the results more accurate by adjusting the parameters in 

the models, but may also add other time series data that are highly correlated with stock prices so that 

the accuracy can be improved not only through model innovation, blending and increasing the depth 

of the models, but also by exploring more ways to mix the model data. 
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