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Abstract: With the increasing complexity of the urban real estate market, accurate prediction 

of housing prices has become an important task. One of the key applications of machine 

learning is how to raise and accurately estimate costs. Various factors will affect the price of 

houses. Most of the current frameworks are all using as detailed features as possible to 

increase their predicting accuracy. But in real-life conditions, many non-local clients also 

want to have a clear prediction of the house price. These consumers are not from the area; 

thus they are unaware of the house's surroundings, including nearby amenities. What they 

know about the house is only its housing characteristics. The objective of the paper is to help 

these clients put their resources into a bequest properly. The paper collected a wide range of 

Shanghai real estate data about housing characteristics as characteristics. By harnessing the 

ensemble learning capabilities of random forests, the paper aims to capture complex 

relationships and non-linear effects between features, thereby improving prediction accuracy.  
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1. Introduction 

For decades, housing has been one of the biggest livelihood issues in China. Shanghai's housing costs 

are comparatively high considering it is one of the top cities in China. Given the development of 

housing resource saturation in Shanghai's central metropolitan area, the improvement of the urban 

public transportation system, more balanced public services, continuous adjustment of industrial 

layout, and the relocation of permanent residents from the central urban area to the suburbs, the 

housing demand for new cities, large industrial parks in the suburbs, and large residential 

communities will increase, and the spatial pattern will be continuously optimized. More and more 

out-of-towners are also choosing to buy houses in different districts based on their condition. But 

many of them spent most of their time working and living in the rental house near their workplace. 

They are not as familiar with the detailed housing information as local Shanghainese do. House price 

prediction can help them make decisions about when to buy and what kind of property to buy by 

understanding future trends in house prices to best meet their needs while not unduly burdening their 

finances. 

2. Related work 

There are many researchers at home and abroad paying attention to housing price prediction. Han Li 

and Yehua Dennis Wei used a hedonic model, focused on public transportation options, amenities, 
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structural characteristics, accessibility, and public and private service amenities, and examined 

apartment pricing patterns in specific areas in Shanghai and the relationships with neighborhood 

characteristics. [1]. Jiajun Lu used a baseline model and equations to compute the relationship 

between the view of the orientation of Residential properties and their value [2]. Zheng Peng, Qiang 

Huang, and Yincheng Han compared the accuracy of linear regression, decision tree model, and 

XGboost algorithm when predicting the second house price in Chengdu, and found that XGboost has 

the best performance and also prevents overfitting [3]. By using linear regression to forecast property 

prices in Mumbai, N. N. Ghosalkar and S. N. Dhage obtained the smallest prediction error of 0.3713. 

[4]. Random forest algorithm has been used in many classification tasks, like Breast Cancer 

Classification [5]. Bola Adetunji and Oluwatobi Noah Akande also used a random forest algorithm 

and detailed house information to predict the Boston housing price [6]. So, in this paper, the prediction 

of Shanghai housing prices is based on a random forest algorithm, using data with basic housing 

characteristics, and see if the accuracy of the prediction can be satisfactory. 

3. Random Forest Theory  

A well-liked supervised classification and regression machine learning technique is Random Forest. 

Random forest is an integrated learning decision trees-based method [7]. To increase the model's 

precision, stability, and generalizability, numerous decision trees are constructed and their outputs 

are integrated. A decision tree is a tree structure that divides data according to characteristics, and 

each leaf node stands for a class or value. The decision tree divides the data into different subsets 

through a series of feature judgment conditions, and each subset corresponds to a leaf node. 

Random Forest improves the diversity of the model by introducing two kinds of randomness: 

Random sampling: When constructing each decision tree, randomly select a part of the samples 

from the training data with replacement as the training set for constructing trees. This makes sure that 

each decision tree's training data set is a distinct subset of the data. 

Random feature selection: Instead of considering all features, a random selection of features is 

made from all features at each split of a node. This ensures that each tree split is based on a different 

subset of features. 

Random forests make predictions by combining the results of multiple decision trees. For 

classification problems, a voting method can be used to select the category predicted by the majority 

decision tree. For regression problems, the average of the majority decision tree predictions can be 

taken. 

The process of random forest [8] is shown in figure1: 

1. Create a random subset by randomly choosing a portion of the training set's samples and 

replacing them. 

2. Randomly select a part of features from all features as candidate features for the current decision 

tree split. 

3. Based on the sampled data and randomly selected features, a decision tree is constructed, which 

is usually split recursively until a specific condition (such as maximum depth, number of leaf node 

samples, etc.) is reached. 

4. Repeat steps 1-3: Repeat the above steps to build multiple different decision trees. 

5. For classification problems, the classification results of multiple decision trees are voted, and 

the category with the most votes is chosen as the outcome of the final projection. For regression 

problems, the predictions of multiple decision trees are averaged. 
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Figure 1: The process of random forest 

4. Experiment 

4.1. Data collection 

Nowadays, data about house prices in Shanghai can be obtained in many different ways. But many 

of them just give an overall price of the housing estate with different features. Structured and 

categorized data are needed to help learn the relationship between the features of houses and the price 

of houses. The project collects the data from Lianjia which is a rental website that provides real 

second-hand prices in the past. It can ensure the validity of the data and guarantee the feasibility of 

our further analysis. 

4.2. Numbering  

At first, the dataset has 10,000 data, each of which has 19 variables. However, some variables are 

missing nearly half of their data. For example, the variable ‘inside space’ only has 673 valid data. So, 

these kinds of variables are removed from the dataset. Every observation with missing values is also 

removed. What’s more, the attribute ‘housing type’ is also split into attributes ‘bedrooms’ and ‘living 

rooms.’ All of the character data are converted to numeric features. Administrative districts are 

converted to numbers from 0 to 16, which are ordered by the average housing price in every district, 

and the renovation conditions are converted to numbers ordered by the condition of houses’ 
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renovation. House orientation is also converted to numeric features based on the conclusion of Jiajun 

Lu [2]. Finally, the cleaned dataset has 5960 data. Table 1 shows the description of the dataset. 

Table 1: Cleaned data description 

  mean std min 50% max 

price 56933.45 21688.96 11183 54014 178123 

bedroom 2.118456 0.841965 1 2 8 

living room 1.408054 0.616604 0 1 4 

floor 1.124832 0.81531 0 1 2 

construction area 85.50447 44.1665 23.3 76.775 595 

building type 0.086242 0.280744 0 0 1 

house orientation 1.99329 0.294328 0 2 4 

renovation condition 1.483389 0.642297 0 2 2 

lifts 0.64245 0.890088 0 0 5 

residents every floor 3.665604 3.031262 1 3 52 

have lift 0.401846 0.490312 0 0 1 

built time 1998.707 9.84235 1911 1998 2016 

administrative district 7.274832 3.314368 0 8 16 

4.3. Training model 

In this project, random forest algorithms are used to build the model. The random forest was produced 

using the Random Forest Classifier from the Phyton Scikit-learn (sklearn) [9] machine learning 

toolbox.  The training set is utilized to generate each decision tree, which is then used to train the 

model before integrating the random forest. There is usually a series of hyperparameters involved 

that impact the model's performance and the training process. Attention should be paid to avoid 

"overfitting" for the training sample, that is, the characteristics of the training sample are described 

"too accurately" to enable a reasonable analysis of the new sample. To select the ideal set of 

hyperparameters, the project uses grid search [10] and cross-validation [11] to solve the problem.  

Cross-validation evaluates model performance multiple times, each time on a different subset of 

data. This helps to detect the performance fluctuation of the model under different data distributions 

and avoid the dependence on a single validation set, thus reducing the influence of validation set 

selection on model performance evaluation. Cross-validation can provide more accurate performance 

estimates, avoiding situations where a model performs well on a particular validation set but poorly 

on data it has not seen. 

Cross-validation evaluates the model's performance multiple times over different combinations of 

hyperparameters to determine which hyperparameters perform best under different circumstances. 

This can help select hyperparameters that perform well on different data subsets, rather than just 

adapting to a particular data distribution. 

By combining grid search and cross-validation, we can more comprehensively tune the model and 

thus better control the overfitting problem. This approach not only helps to achieve better 

performance on the training set but also enables the model to generalize better to previously unseen 

data, thereby reducing the risk of overfitting. While training the model, we can have a clear idea about 

the importance of every feature. The outcomes are displayed in Figure 2. 
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In this paper, a decision tree model is also trained in the same way to make the comparison. The 

best hyperparameters are shown in Table 2. 

Figure 2: Feature importance histogram 

Table 2: Best performed hyperparameters 

  n_estimators max_depth 

random forest 100 10 

decision tree \ 10 

4.4. Validating model  

Then we use the model we trained to test by using the test dataset and evaluate our prediction accuracy. 

In this paper, score, and MAE are chosen as indexes to judge the performance. The formula of MAE 

is shown below.   

     𝑀𝐴𝐸 = |
∑ 𝑦𝑖−𝑥𝑖
𝑛
𝑖=1

𝑛
|    (1) 

When the same input parameters are provided to the model, the test contrasts the outputs of the 

system being tested with the model's outputs. The model's output values are saved in records. The 

result of predictions made by random forest model and decision trees models are shown in Table 3 

and Figure 3,4. 
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Table 3: Score and MAE of the prediction 

  score MAE 

random forest 0.633660287 9416.847 

decision tree 0.496240231 10552.071 

 

Figure 3: Actual price vs. Predicted price of Decision tree model 

 

Figure 4: Actual price vs. Predicted price of random forest model 
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5. Conclusion 

In this paper, using a dataset of fundamental housing features, the random forest approach in machine 

learning is applied to model and predict Shanghai home values. Cross-validation is used to avoid 

over-fitting problems to a certain extent. In order to assess how effective the random forest is, the 

component called the decision tree algorithm is used. Through the splitting points and the MAE, it is 

evident that the random forest performs superior in this prediction task. However, the value of MAE 

is still very large, which means that with only some essential housing characteristics, it’s hard to make 

precise predictions of housing prices. What’s more, the paper found that among the features the paper 

chooses, the administrative district is the most crucial feature affecting housing prices. 
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