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Abstract: As the most intuitive economic indicator reflecting the economic development level 

of a company, an industry, or even a country, the fluctuation of stock prices will attract great 

attention. In order to avoid the loss of investors to a certain extent, stock price prediction is 

widely used in the stock market to prevent risks to a certain extent, and the ARIMA model is 

a time series prediction model that has been widely used in recent years. Therefore, the 

application of the ARIMA model to stock price forecasting is the main research object of this 

paper. This paper speculated at the beginning of the study that there may be a close 

relationship between the degree of fit of the ARIMA model and the consistency of the 

prediction results with the original data used. However, the existing literature is basically 

blank in this aspect of research and analysis. Therefore, this paper chooses to conduct 

comparative experiments on a set of continuous data and a set of discontinuous data to analyze 

the influence of the consistency of the original data under application conditions on the 

ARIMA model fitting and prediction results, hoping to fill the gaps in the existing literature 

through this research. The experimental results show that in some cases of original data with 

obvious discontinuous data missing, its smoothness is extremely poor, resulting in a poor 

fitting effect of the ARIMA model, and it can not be applied to the prediction of such data. 
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1. Introduction 

Stocks are one of the main forms of securities. It is a joint-stock company raising capital issued to the 

investors' share certificates on behalf of its holders (i.e., shareholders) on the joint-stock company's 

ownership [1]. The purchase of shares is also to buy a part of the enterprise business and can be the 

common growth and development of the enterprise. With the gradual improvement and development 

of the world economy, the stock market has gradually become the most widely traded market today 

[2]. 

The ARIMA model, known as the Autoregressive Moving Average Model with Differences, is a 

well-known time series forecasting method proposed by Box and Jenkins in the early 1970s, so it is 

also known as the box-Jenkins model. The ARIMA model is built by transforming a non-stationary 

time series into a stationary time series and then regressing the dependent variable only on its lagged 

value and the stochastic error term's present and lagged values [3]. The model was developed by 

regression [3]. Where ARIMA (p, d, q) is called the differential autoregressive moving average model, 

AR is autoregressive, p is the autoregressive term; MA is the moving average, q is the number of 
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moving average terms, and d is the number of differentials made when the time series becomes 

smooth. This model is one of the most popular time series analysis models in recent years, which 

improves the existing time series analysis models to make the model simpler to apply [4]. ARIMA 

model is also widely used in stock price forecasting, house price forecasting and value trend 

forecasting due to its good operability and high accuracy [5, 6].In this article, python is chosen as the 

language environment and machine learning and mathematical regression models are used to 

implement the ARIMA model to predict the closing price of a stock, and the data comparison is used 

to study whether the original data will significantly affect the prediction results of the ARIMA model. 

This paper presents the realization process and conclusions of the topic in four aspects: the first 

part is a background introduction, the second part is the experimental process and results, the third 

part is a discussion based on the results, and the fourth part is a conclusion statement. 

2. Experimental procedure 

2.1. Continuous data 

2.1.1. Data preprocessing 

Firstly, the raw data needs to be divided into two groups, i.e. the training group and the test group. 

The data in the training group is trained using the ARIMA model, and the predictions obtained from 

it are compared with the data in the test group to determine if the predictions obtained from the 

training data are approximately the same as those obtained from the test data. The comparison results 

can be used to analyse how well the model fits the data. 

In this section, the stock closing prices of a Chinese bank for the years 2005-2017 are selected as 

the training data and the stock closing prices for the years 2018-2021 are chosen as the test data. As 

new training data, the closing prices are resampled and averaged on a weekly basis to fill in possible 

gaps in the original data and to give it continuity. 

2.1.2. ADF test 

In the data model analysis and prediction before, first of all, to determine whether the data is smooth. 

According to the understanding of the ARIMA model can be known only smooth data can be used 

ARIMA model for prediction and analysis, so this step is intended to determine whether data is 

smooth data. In this part of the detection of whether the data is smooth method is to data ADF test, 

that is, to carry out the unit root test. ADF test is based on the presence of a unit root in the data to 

determine whether the data is in a smooth state [7]; if the data does not exist in the unit root, that is, 

the p-value is less than 0.5, the ADF value is less than 0.5, then it means that the data is smooth data, 

can be used for subsequent experiments and analysis. If it is not smooth, then the data needs to be 

differenced until it meets the criteria for smooth data. 

ADF test formula: 

 ADF = (Yt − Yt−1) − δYt−1                (1) 

ADF test results are showed in Figure 1. 
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Figure 1: Plot of first-order difference results 

Table 1: First-order differential ADF values 

ADF statistic -4.587382847929532 

p-value 0.00013626597769267443 

1% threshold -3.4410627157395908 

5% threshold -2.8662664495424255 

10% threshold -2.569287100133326 

 

As seen from Figure 1 and Table 1, the overall range of fluctuations in the data is relatively smooth, 

although some of the data fluctuate considerably. And it can be seen that the ADF value is less than 

the critical value at 10%, 5% and 1%, indicating that the data have reached a smooth state after the 

first-order differencing. 

2.1.3. Determination of model parameters 

Based on the autocorrelation and partial autocorrelation plot observations coupled with the AIC 

criterion, it can be determined that the model parameters at this point should be 2, 0, 0. Therefore, the 

model parameters are brought into the ARIMA model, predictions are made for the last 400 pieces of 

data, and the prediction result plots are compared to the original data for the previous four hundred 

pieces. 

The AIC information criterion, Akaike information criterion, is a measure of the goodness of fit 

of a statistical model, as it was created and developed by the Japanese statistician Hiroji Akaike. It is 

based on the concept of entropy, which weighs the complexity of the estimated model against the 

goodness of fit of this model to the data [8]. In general, the smaller the AIC value, the better the model.  

Formula for the AIC test: 

 AIC = −2 ln(L) + 2K             (2) 

BIC was developed by Gideon E. Schwarz, who applied Bayesian parameters to the criterion. It is 

similar to the Akaike Information Criterion (AIC), but BIC is more focused on dependence. BIC has 

a more significant penalty term than AIC [9]. 

Formula for the BIC test: 

 BIC = −2 ln(L) + ln(n) ∗ K                         (3) 
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However, to simplify the experiment, this part used the means of ACF and pace to determine the 

model parameters. The trailing and truncated nodes are used as the values of p and q in the ACF and 

PACF tests [10]. 

The Chart of ACF results is shown in Figure 2. 

 

Figure 2: Chart of ACF results 

PACF results are shown in Figure 3. 

 

Figure 3: Chart of PACF results 

The ACF detection plot shows that the data shows a truncated state after 1, so the q value is chosen 

here as 1. The PACF detection plot shows that the data shows a truncated state after 1, so the value 

of 1 is chosen here as the p-value. At the same time, as the data are differentiated once to obtain 

smooth data, the d in the model parameters is chosen to take the value of 1 [11]. 

2.1.4. Comparison of results 

To facilitate the observation of the degree of a model fitting and accurate analysis of the prediction 

results, this part of the model predicted results in the form of a trend curve, with the original data of 

the stock on a chart for comparison, which not only facilitates the intuitive observation of the effect 

of model fitting but also easier to analyse the accuracy of the model prediction. 

The results of Comparison are shown in Figure 4. 

Proceedings of the 3rd International Conference on Business and Policy Studies
DOI: 10.54254/2754-1169/71/20241386

37



 

Figure 4: Results Comparison Chart 

As can be seen from the figure, the overall fit of the model is better, and the trend curve of its 

prediction results is also basically similar to the trend of its actual data, so this set of data fits the 

ARIMA model better, and the predicted data are relatively accurate. 

2.2. Discontinuous data 

2.2.1. Data preprocessing 

In this experiment, stock data for the same bank is selected for the period from 2020 to May 2023, 

and there are some data gaps in this set of data due to the fact that the interface for obtaining these 

stock data has been updated and some of the data has not been synchronized with the original interface. 

Different from the previous set of experiments, this data set is not predicted using the average weekly 

closing price but directly using the daily closing price, which may result in unfillable data gaps in the 

data. Therefore, this is a discontinuous data set.  

In this step, this study splits the data into a training and a test group, with the first 60% of the data 

serving as the prediction group and the last 40% as the measurement group to test the model’s fit. 

2.2.2. ADF test 

This section performs a smoothness test on the test data as in the first set of experiments, and only if 

the data reaches a smooth state can it be used by the ARIMA model. 

ADF test results: 

Table 2: Six-order differential ADF values 

ADF statistic -19.992571191436188 

p-value 0.0 

1% threshold -3.4385197724757233 

5% threshold -2.8651460209504114 

10% threshold -2.5686901720199313 

 

Here it took six differencing runs to get smooth data with a p-value infinitely close to 0 and an 

ADF mean less than the 10% threshold. Here it may be since the original data is discontinuous, and 

hence it is very non-smooth data, to make it smooth data, multiple differencing has to be done. 

However, the difference between the data after six differencing and the original data becomes very 

large, so the subsequent experimental data may deviate from the original data resulting in a poor 

model fit. 
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2.2.3. Determination of model parameters 

This part still uses the intuitive selection of model parameters by plotting ACF and PACF diagrams.  

ACF results are showed in Figure 5: 

 

Figure 5: Chart of ACF results 

It trails very far back in the ACF plot, so the q-value has to be chosen to be around 25, but this 

also means that it has poor predictive power and will be more biased in the subsequent fitting. 

Chart of PACF results is shown in Figure 6: 

 

Figure 6: Chart of ACF results 

In the PACF, it can be seen that after the first node, there is a truncated tail, so in this section, it 

can be determined that the value of p is chosen as 1. Since the data is differenced six times during the 

ADF test, the value of d is 6. 
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2.2.4. Comparison of results 

 

Figure 7: Results Comparison Chart 

The predicted results and test data are put on a graph for observation. In Figure 7, the vertical axis 

represents the predicted values, the horizontal axis represents the date, the orange curve represents 

the predicted values, and the blue curve represents the test data. It can be seen that the predicted 

results are not in line with the actual results, and the difference between the two is very large. 

Therefore, it can be guessed that this result is because the original data is extremely unstable, and the 

multiple differencing has caused serious data loss, which in turn affects the prediction results and the 

fitting of the model. 

3. Discussion 

From the results of the above two experimental groups, it can be seen that in the first set of 

experiments, that is, when the original data is continuous, the ARIMA model fits the data better. The 

predicted trend is consistent with the trend of the test data, which proves that the prediction is also 

good. However, in the second set of experiments, the original data is discontinuous, and it can be seen 

that the training data requires at least 6 differentials to achieve smooth data, which in turn leads to 

more data loss, leading to severe deviation between the predicted data and the test data, making the 

model unable to fit the data. Through the analysis of the results, it can be speculated that the reason 

for the huge difference in results is more related to the integrity and smoothness of the original data, 

and the data with more missing data need to be filled in to use the ARIMA model for prediction. 

Deriving the initial data from this may directly affect the degree of fit of the ARIMA model.  

4. Conclusion 

The experimental study and the discussion of the results show that the experimental group with more 

data missing in the initial data obtained poor prediction results and showed a large deviation from the 

test data.  On the other hand, the experimental group without a lot of missing data, performed well.  

Through the comparison and discussion of the results of the two experimental groups, it can be 

concluded that the data coherence of the original data has a significant impact on the prediction results 

of the ARIMA model and that the ARIMA model cannot be applied to a certain extent to the 

prediction of the original data with a large number of missing data.  Although the comparison of the 

two experimental groups can get clearer experimental results and conclusions, this article still has the 

problem of insufficient experimental volume, and the experimental data come from the stock data 

website, which lacks the innovativeness of the data.  Because of the problems in the article, it can be 
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improved by increasing the number of experimental groups and the amount of data in each 

experimental group in the subsequent research.  At the same time, in the future research process, we 

can also add a group of experiments to predict the future price of stocks and wait for the real price of 

stocks in the future and then compare with the prediction results to increase the authenticity and 

operability of the ARIMA model in the use of more consistent data prediction, so that the ARIMA 

model is used in the prediction of daily life.  Based on the conclusions of this study, the research on 

data prediction using time-series models should be developed or explored in the subsequent 

development process to make more accurate predictions for non-coherent data with many data gaps.  

Most of the data in nature cannot have good coherence, so this may be an important future research 

direction. 
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