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Abstract: The construction industry has faced a block in its development in recent years, and
the need to enhance the value of construction industry enterprises is imminent. The U.S.
construction market is one of the most prosperous markets in the world, so the study of
enhancing the value of firms within the U.S. construction industry holds considerable
importance. Many previous studies have focused only on qualitative factors, which has some
limitations. Therefore, this study investigates how to enhance the market value of U.S. firms
from the perspective of financial factors. This study uses regression analysis to select the
financial data of 34 U.S. companies listed in the construction industry. Then the relationship
between their EV/EBITDA, net profit margin, and gross profit margin is modeled, and four
sets of linear regression equation models are established, revealing that net profit margin,
gross profit margin, and enterprise value have a significant positive relationship.

Keywords: enterprise value, linear regression equation, earnings before interest, taxes,
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1. Introduction

In recent years, the U.S. construction industry has experienced sluggish growth and slow adoption of
new technologies [1]. In order to promote the growth of the construction industry and add value to
construction firms, research on the impact of financial factors is essential to promote business
development.

Currently, there are the following ideas to study the increase of enterprise value in the construction
industry: study the increase of organizational capital to increase enterprise value, such as leadership,
alignment of strategic goals, organizational design, and other factors. This approach determines
enterprise value through modeling and qualitative analysis [2]. Constructing enterprise value through
growth option modeling is based on the need for more traditional net present value to correctly capture
intelligent and innovative firms' growth potential and management flexibility value. This approach
determines whether the sub-projects of the enterprise are profitable and economically valuable by
building a mathematical model and then by the size of the investment value [3]. Creating corporate
value through non-financial factors, including human capital and human resources, are playing an
increasingly important role based on the new economic era and knowledge economy. Repeating a
one-way ANOVA, this method determines whether certain factors have a significant influence effect
[4]. Through EVA (Economic Value Added), economic, accounting, and market factors are combined
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to comprehensively evaluate the value of a company taking into account accounting risks. This idea
determines the enterprise value by building a neural network model [5].

Although these values are innovative and in line with the current trend towards a knowledge-based
society and an innovation economy. However, these values are difficult to define and produce
measurements under different criteria. The qualitative approach used to study organizational capital
does not allow for a specific measurement of intangible capital, limiting this theory's
operationalization and needing more specific data and statistical support. The growth option theory
only establishes a mathematical model not operationalized with actual company data and needs real-
world empirical support. The human resource theory only measures whether certain factors are
significant or not and does not consider which factors are more influential on firm value, which factors
need to be paid more attention to, and how much a change in a particular factor will bring about a
specific amount of change in firm value.

In order to have a definite value for the value and its influencing factors, this study uses financial
data from the stock market in wall street journal, this data is objectively standardized and operational.
Selecting data from the stock market is close to the economic reality of the construction industry and
makes the model rich in practical data support. Regression analysis establishes a linear relationship
between firm value and financial data, such as debt ratio. This approach considers significance and
utilizes variables such as correlation and regression coefficients to determine which factors are more
influential, making the model more prosperous and instructive. It also utilizes dependent variables
such as EV/EBITDA to remove the effects of the size of the enterprise value itself.

The study will then narrate the basic notion, and then the linear equation model will be explicitly
analyzed and discussed based on the model to get the pattern. Finally, the conclusion is obtained.

2.  Basic Notion
2.1. Regression Analysis Methods

Regression analysis is a statistical method of analyzing data to understand whether there is a
correlation between two or more variables, the direction and strength of the correlation, and to
develop mathematical models to look at specific variables to predict the variables of interest to the
researcher. Regression analysis is a statistical technique that facilitates the comprehension of the
extent of variation in the dependent variable when there is a singular alteration in the independent
variable.

Regression analysis uses the least squares operation, and the following prerequisites need to be
fulfilled when using this method: 1. The data needs to satisfy a normal distribution, and 2. The errors
have the same variance for a given explanatory variable [6]. The formula for the least squares method
is as follows:

y=Bo+Bix+e (1)

where (3(,11s a non-random but unobservable parameter
x is a non-random and observable general variable
€ 1s an unobservable random variable, random error, or noise
y is an observable random variable
The best linear unbiased estimation formula for B and B, is as follows:
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2.2. EV/EBITDA

The advantages of utilizing market share price valuation are that it is simple, intuitive and the market
easily accepts the valuation results. Calculation using the fair asset value of the enterprise. The data
comes from the open market, the calculation process is simple, the human influence factors are small,
and it is easy to get the expected results [7].

The prerequisites for utilizing this method of valuation are the following two: 1. other listed
companies in the same industry can be used as comparison objects for the assessed companies 2. there
exists a sufficiently developed and active capital market and securities exchange market, and the
market can correctly price the shares of these companies. As the most developed market in the world,
the U.S. capital market has many listed companies in the construction industry that can be used as
comparables for the target companies. Utilizing this method is fulfilling the prerequisites [7].

The specific formula for EV/EBITDA is as follows:

EV Enterprise Value

EBITDA - Earnings Before Interest,Taxes,Depreciation and Amortization (3)

The implication behind this approach is that if assessing the value of a company, the researcher
needs to consider not only its market value but also the liabilities assumed by the company. One
notable benefit of this methodology lies in its capacity to facilitate the comparison of profitability
across other organizations, despite disparities in their capital structures, tax rates, and policies
regarding depreciation and amortization [8], and it also eliminates the effects of accounting and tax
policies [9], allowing companies in different regions of the United States to compare values together.
The disadvantage is that the valuation will be biased when there are more businesses [7]. However,
the impact of this drawback is greatly minimized by the fact that this study focuses on studying
construction firms with businesses limited to the construction industry.

2.3. Net Profit Margin

The net profit margin is a financial metric that quantifies the proportion of sales revenue that remains
after subtracting all expenses and charges, including interest, taxes, and preferred stock dividends
[10]. The formula used to calculate the net profit margin is as follows:

Net Profit Margin = =—————— x 100% =~ X 100% 4)

R is Revenue.

COGS is The Cost of Goods Sold.

E is Operating and other costs.

I is Interest.

T is Tax.

This metric encompasses various operational aspects of the company, including total revenues,
supplementary sales sources, cost of goods sold, other operating expenses, interest expense on debt,
investment income, secondary operating income, and exceptional payments for atypical events like
litigation and taxes.

The net profit margin is widely regarded as a crucial metric for assessing a company's profitability.
The metric under consideration pertains to the proportion of a company's or business unit's net profit
in relation to its revenue. The net profit margin is typically represented as a percentage. This metric
demonstrates the profitability achieved per unit of sales revenue, accounting for all relevant business
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expenses incurred in generating those revenues. A greater margin indicates that a larger proportion
of every dollar earned from sales is retained as profit.

2.4. Gross Profit Margin

The gross margin is a financial metric that quantifies the proportion of revenue that a company retains
after deducting the cost of goods sold [10]. The equation used to compute gross margin is as follows:

. . Net sales—COGS
Gross Profit Margin = —————Xx100% (5)
COGS means the same as above
A company's gross margin indicates how much profit the company makes after taking into account
the direct costs associated with conducting business. In brief, this metric provides an assessment of
the company's ability to effectively translate sales into financial gain, denoted as revenue minus the
expenses associated with the production of goods, encompassing labor and materials.

3.  Model Analysis
3.1. Data Collection

In this study, the financial data of 34 U.S. listed construction companies in March 30, 2023, including
EV/EBITDA, net profit margin, and gross profit margin, are selected from wall street journal. And
the net profit margin and gross profit margin of each of these 34 companies are screened in two groups
to compare the analysis results of different ranges of data.

Here are the data sets and what they represent:

®NPM1: Net Profit Margin value of the 34 companies with net profit margins between -5% and
5%

O NPMEBITDA1: EV/EBITDA value for the company represented by NPM1

® NPM2: Net Profit Margin value of the 34 companies with net profit margins between -6% and
10%

® NPMEBITDA2: EV/EBITDA value of the firms represented by NPM2

® GPM1: Gross Profit Margin of the 34 companies with gross profit margins between -20%-30%

® GPMEBITDAL1: EV/EBITDA value of the company represented by GPM1

® GPM2: the gross margin value of the 34 companies with gross margins between -20%-20% and
EV/EBITDA less than 20

® GPMEBITDAZ2: the corresponding EV/EBITDA value of the firms represented by GPM2

This study intends to establish four sets of regression models, which are linear regression models
between four sets of data, namely, NPM1 and NPMEBITDA1, NPM2 and NPMEBITDA2, GPM1
and GPMEBITDA1, and GPM2 and GPMEBITDA2.

3.2. Model Analysis
3.2.1.Normal Distribution Test

One of the prerequisites for regression analysis is that the above eight groups of data need to meet the
normal distribution, this study uses a single sample K-S test, if the p-value is greater than 0.05, the
data are considered to meet the normal distribution.
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Table 1: Normal distribution test table for & sets of data.

One-Sample Kolmogorov-Smirnov Test
NPMEBI NPMEBI | NPM | GPM | GPMEBI | GPMEBI
™A1l | NPMLT rpas 2 1 TDAI TDA2 | GPM2
N 22 22 29 29 33 33 28 28
01802 0203 | .1094 10906
Normal | Mean | 9.010455 | 220 | 8.650931 | 10 3o | 8891424 | 7.874286 | oo
Paramet | Std.
: 02280 0328 | 0783 0663
ers thov;a 55608859 | “oog | 49445615 | T 07 | 0% | 5.9870936 | 4.8644542 | 2
Absol 172 152 118 144 | 133 157 119 162
Most ute
Extreme | Positi
\ 120 112 118 106 | .133 157 097 126
Differen ve
ces Niigeat 172 -152 -116 _144 | -125 -.104 -119 -162
Test Statistic 172 152 118 144 | 133 157 119 162
Asymp. Sig. (2- 091 200 200 129 | 147 039 200 057
tailed)

According to table 1, GPMEBITDAI1 does not conform to a normal distribution and needs to be
processed to make it satisfy normal distribution.

For this group of data, this study adopts the standard score method for processing: first, the
frequency of the original score is transformed into the relative cumulative frequency (percentile rank),
which is regarded as the probability of the normal distribution, and then it is transformed into the Z-
score by checking the Z-value corresponding to the probability value in the table of the normal
distribution to achieve the purpose of normalization.

The set of data after processing is named GPMrevisedEBITDAI, and its single sample K-S test is
shown below. According to table 2, the significance is greater than 0.05, satisfies normal distribution.

Table 2: Test of normal distribution of GPMEBITDA1 after normalization treatment.

One-Sample Kolmogorov-Smirnov Test
GPMrevisedEBITDA1
N 33

Normal Parametersa,b Mean .000000
Std. Deviation 9746539

Most Extreme Differences Absolute .019

Positive .019

Negative -.019

Test Statistic .019

Asymp. Sig. (2-tailed) .200

3.2.2.Heteroscedasticity Test

To ensure that the error variance is the same for each data group, this study uses White's test to detect
the presence of heteroscedasticity. Since this study uses a one-way linear regression method and each
regression model has only one independent variable, there is no need to test for multicollinearity. The
data selected for this study were all at the same point, so there was no need to consider autocorrelation.
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Table 3: Heteroscedasticity test for NPM1 and NPMEBITDA1, NPM2 and NPMEBITDAZ2.

White Test for Heteroskedasticity White Test for Heteroskedasticity
Chi-Square df Sig. Chi-Square df Sig.
22.000 20 341 29.000 26 311

Table 4: Heteroscedasticity test for GPM1 and GPMrevisedEBITDA1, GPM2 and GPMEBITDA2.

White Test for Heteroskedasticity White Test for Heteroskedasticity
Chi-Square df Sig. Chi-Square df Sig.
33.000 32 418 28.000 27 411

According to table 3 and table 4, the significance of the heteroscedasticity test of the above four
groups of data was tested to be greater than 0.05, and it can be assumed that there is no

heteroscedasticity.
3.3. Modeling the Regression Model

This study now models the regression equations for the above four data sets.
Figures 1, 2, 3, and 4 represent the fitting of the linear equations for NPM1 vs. NPMEBITDALI,
NPM2 vs. NPMEBITDA2, GPM1 vs. GPMrevisedEBITDA1, and GPM2 vs. GPMEBITDA?2,

respectively.

Table 5: Summary of NPM1 and NPMEBITDA1 regression models.

Model Summary
Model R R Square Adjusted R Square Std. Error of the
Estimate
1 6lla 374 342 4.5092758
Table 6: Coefficients of NPM1 and NPMEBITDA1 regression models.
Coefficientsa
Model Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta

1 (Constant) 6.323 1.237 5.114 .000
NPM1 149.091 43.152 611 3.455 .003
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Figure 1: Plot of NPM1 vs. NPMEBITDAI regression equation.

Table 7: Summary of NPM2 and NPMEBITDAZ2 regression models.

Model Summary

R R Square Adjusted R Square Std. Error of the Estimate

421 177 146 4.568

Table 8: Coefficients of NPM2 and NPMEBITDAZ2 regression models.

Coefficients
Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta
NPM2 63.375 26.316 421 2.408 .023
(Constant) 7.362 1.003 7.340 .000
NPMEBITDA2

@ Ohseved

20,0000 = Linear

10.0000

0000

-10.0000
- 0600 -0300 0000 0300 0800

NPM2

Figure 2: Plot of NPM2 vs. NPMEBITDAZ2 regression equation.
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Table 9: Summary of GPM1 and GPMrevisedEBITDAT1 regression models.

Model Summary

R R Square Adjusted R Square Std. Error of the Estimate

.369

136

108

920

Table 10: ANOVA of GPMI1 and GPMrevisedEBITDAT regression models.

ANOVA

Sum of Squares df Mean Square F Sig.

Regression 4.132 1 4.132 4.876 .035
Residual 26.267 31 .847
Total 30.398 32
GPMrevisedEBITDA1
@ Observed

40000 = Linear
2.0000 '

0ooo

-2.0000 a

-4.0000

2000 -.1000 .0000 1000

GPM1

2000 3000

Figure 3: Plot of GPM1 vs. GPMrevisedEBITDAT regression equation.

Table 11: Summary of GPM2 and GPMEBITDA2 regression models.

Model Summary

R R Square Adjusted R Square Std. Error of the Estimate
434 .188 157 4.466
Table 12: Coefficients of GPM2 and GPMEBITDA?2 regression models.
Coefficients
Unstandardized Coefficients Standardized t Sig.
Coefficients
B Std. Error Beta

GPM2 31.821 12.959 434 2.455 .021
(Constant) 4.988 1.447 3.448 .002
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Figure 4: Plot of GPM2 vs. GPMEBITDAZ2 regression equation.

4. Discussion

Table 13: Table of parameters and their significance for each of the four sets of regression equations.

Data Set NPM1 and NPM2 and GPMI1 and GPM2 and
NPMEBITDAI NPMEBITDA2 GPMrevisedEBITDAI GPMEBITDA2
Adjusted R- According to table | According to table | According to table 9, | According to table
square 7,0.146 0.108 11,0.157
The The The
independent independent independent independent
variable has a variable has a variable has a 10.8% variable has a
14.6% degree of 15.7%
degree of degree of explanatory degree of
explanatory explanatory power in explanatory
power in power in relation to the power in
relation to the relation to the dependent relation to the
dependent dependent variable. dependent
variable. variable.
Significance p- | According to table | According to table | According to table 10, | According to table
value 6, 0.003<0.05 8, 0.023<0.05 0.035<0.05 12, 0.021<0.05
Regression According to table | According to table / According to table
Coefficient 6, 149.091 8, 63.375 12,31.823
Each 1% Each 1% Each 1%
increment in the increment in the increment in the
independent independent independent
variable variable
corresponds to a corresponds to a corresponds to a
1.49091 rise in the | 0.63375 rise in the 0.31823 rise in the
dependent dependent dependent
variable. variable. variable.

As the table 13 shown, this study concludes that both net profit margin and gross profit margin
significantly affect EV/EBITDA, and both can reject the original hypothesis that the regression
coefficient is zero. Moreover, net profit margin has more explanatory power on EV/EBITDA, and its
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correlation is more significant, indicating that net profit margin is a better financial factor to explain
the firm's value than gross profit margin. Other things being equal, the greater the net profit margin
and gross profit margin, the higher the enterprise value.

This study examines the relationship between two sets of regression analyses conducted on
financial data. The findings indicate that as enterprises approach the range of net profit margin or
gross profit margin where the majority of businesses are situated, the independent variable exhibits a
stronger ability to explain variations in the dependent variable. Additionally, the significance of this
relationship becomes more pronounced. This finding suggests that there is a stronger correlation
between the observed pattern and the gross profit margin and net profit margin of general firms as
they approach each other.

5. Conclusion

The U.S. construction industry faces a number of challenges, and this study begins by reviewing the
various ways of studying the value of a firm. It points out their shortcomings, such as the need for
more operationalization of qualitative models and the uncertainty of the value criterion. In order to
address these limitations, the present study use regression analysis as a methodological approach to
examine the financial aspects of the organization and formulate a regression equation. After the
normal distribution test and heteroskedasticity test, one-way linear regression modeling is performed
for EV/EBITDA, net profit margin, and gross profit margin, and two sets of data are selected within
the same independent variable to make comparisons. In conclusion, it can be inferred that both the
net profit margin and gross profit margin exert a favorable influence on EV/EBITDA, which serves
as a metric for assessing the worth of a corporation. That net profit margin has a greater impact and
is more significant. This pattern is more pronounced the closer to the range of gross and net profit
margins where most firms are located.

This study still has some limitations. First, due to the restriction of the data sample, only March-
April data were selected for this study. Follow-up should expand the sample size for a more
comprehensive investigation. In addition, combining more factors for analysis is also a point where
this study needs to go further.

The future research direction of this study lies in developing multiple linear regression equation
modeling that integrates the effects of various financial factors on firm value. Structural equation
modeling can also be established to measure the enterprise value with multiple elements and add
different aspects to the model, such as the market size of the U.S. construction industry, the U.S. GDP,
and other environmental factors. In this way, a more complete and comprehensive model can be
established.
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