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Abstract: There are often some problems with the traditional setting mode of traffic lights, 

especially on some non-main roads. The unreasonable setting of pedestrian traffic lights can 

easily lead to empty spaces for people and vehicles, waste resources, and increase the risks 

of traffic congestion, Although the push-button traffic lights improves traffic efficiency, there 

is still a waste of waiting time for pedestrians and vehicles due to the fixed setting of the 

traffic time. This article mainly studies the use of machine learning to solve the recognition, 

motion direction, and time models of people and vehicles, and optimize pedestrian traffic 

light signals. By identifying pedestrians and vehicles and allocating release signal time 

reasonably, the waiting time of pedestrians and vehicles crossing the road can be reduced, 

and traffic accidents can be minimized. The optimized traffic system is applied to sidewalks 

on non-main roads, it can replace the push-button traffic lights, reduce manual intervention, 

save construction costs, and improve traffic efficiency. 

Keywords: intelligent traffic lights, automatic execution, artificial intelligence, push-button  

traffic lights replacement, traffic efficiency improvement. 

1. Introduction  

1.1. Background 

In modern urban life, pedestrian traffic lights, as an important part of road traffic, assume the 

important responsibility of maintaining traffic order and ensuring the safety of pedestrians and 

vehicles. However, there are often some problems with the traditional setting mode of traffic lights. 

Especially on some non-main roads, pedestrian traffic lights often encounter the following situations: 

when the pedestrian traffic lights are still green when no one is there, this will lead to empty waiting 

for cars, a waste of resources and an increase in the traffic congestion risk. Similarly, when there is 

no car to pass, the pedestrian traffic lights are on red, making a large number of people gather to wait 

and unable to cross the road, which not only affects people's travel efficiency, but also may lead 

people to illegally cross the road because of impatience, leading to traffic accidents.  

In real life, people can often observe such a phenomenon: when there are few or no pedestrians, 

pedestrian traffic lights are still on red, resulting in a large number of people gathered at the 

intersection, being unable to cross the road smoothly. This situation not only makes it extremely 

inconvenient for pedestrians to travel, but also may cause some safety risks due to the gathering of 
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people. In addition, the long waiting time may also make people anxious and impatient, so they may 

take the illegal way to cross the road, which increases the risk of traffic accidents. 

On the other hand, when no pedestrians cross the road, the traffic lights on the roadway may be on 

the red light for a long time, causing the car to wait empty. This not only wastes the driver's time, but 

also may lead to traffic jams and affect the normal operation of the entire traffic system. Long waits 

may also cause driver fatigue and impatience, thus increasing the likelihood of traffic accidents. 

Due to the unreasonable setting of traffic lights, especially on some small branch roads that are 

not main roads, pedestrians and vehicles often choose to cross the road illegally because they wait 

too long. This violation not only violates the traffic rules, but also increases the risk of traffic accidents. 

Once a traffic accident occurs, it will not only cause casualties and property losses, but also have a 

serious impact on social order and public safety. 

1.2. Significance 

When there is no one, the pedestrian traffic lights cause the green light, and the car waits empty. 

When there is no car, the red light causes a large number of people to gather, which eventually leads 

to people and cars illegally crossing the road, which makes the road a traffic hazard. 

The objective of this research is to achieve intelligent self sensing control of the walking and 

waiting times of people and vehicles on pedestrian traffic lights on non main roads, effectively 

replacing the commonly used pedestrian push-button traffic lights (Figure 1). 

 

 

Figure 1: Push-button traffic lights [1] 

The disadvantages of push-button traffic lights are: (1) Manual intervention is required; (2) Many 

pedestrians (especially the elderly and children) do not know how to operate the green light to cross 

the road without being informed; (3) The button is easily damaged and cannot be operated. 

The advantages of this research topic include: (1) Automatic execution: automatically sense and 

execute pedestrian and vehicle situations through video image recognition, without the need for 

manual intervention. (2) Efficient passage: by reasonably arranging the time and order of traffic lights, 

it can effectively improve the traffic efficiency and reduce the waiting time for pedestrians and 

vehicles. This can not only improve people's travel efficiency, but also reduce the occurrence of traffic 

congestion and congestion phenomena, making the traffic system more smooth and efficient. (3) 

Improve traffic safety: optimizing the setting mode of traffic lights can also effectively improve the 

level of traffic safety. By reducing pedestrian and vehicle violations, the incidence of traffic accidents 

can be reduced and the safety of people's lives and property can be guaranteed. At the same time, 

reasonable traffic light settings can also enhance people's awareness of traffic safety and improve the 

traffic safety level of the whole society. 
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2. Research applications 

In view of the above needs and significance, this study uses machine learning technology to build an 

intelligent crosswalk traffic light signal system to optimize the intelligent management of traffic lights, 

so as to improve traffic efficiency, reduce traffic congestion, reduce the incidence of traffic accidents, 

and provide people with a safer and more convenient travel environment. Machine learning and deep 

learning technology are applied to identify people through the time model, the abortion vehicle model 

and the decision control model. 

Applying machine learning technology to construct a time model for identifying crowds, a traffic 

vehicle model, and a decision control model. 

2.1. Identify pedestrians and vehicles and their direction of movement 

Use high-definition cameras to capture road images in real time. Through computer vision technology, 

the system can identify the pedestrians and vehicles in the picture. For pedestrians, the system may 

focus on features such as shape, trajectory, and color; for vehicles, the system may identify 

information such as license plate, vehicle, and speed. 

2.2. Building Time Model for Crowd Passing Through 

By identifying the age of the population, construct time models for elderly, middle-aged, and young 

people to pass through sidewalks of different ages. Used to predict the duration of personnel passage 

and establish the duration of traffic lights.  

For age recognition of the population, the CS-CNN of facial age recognition is adopted. 

Specifically, a cost sensitive loss function is proposed, which increases the activation and probability 

values of the expected age class based on the misclassification cost of embedding age recognition. 

Unlike previous machine learning methods that considered the cost of misclassification during the 

testing phase, it enables CNN to learn robust parameter values during the training phase, and 

theoretically proves that it can be used for the loss function of classification, which satisfies 

classification calibration and guessing distance. Finally, it was demonstrated through ablation 

experiments and comparative experiments that our method is highly competitive compared to the 

most advanced age recognition methods currently available. By setting different initial matrices c', it 

can also be used to solve different cost sensitive multi-classification or binary classification problems 

(such as making c'=1, which becomes a general cross entropy loss function when the misclassification 

costs are equal). This is also the first time that a deep neural network, considering the cost of 

misclassification, has been used for age recognition. Age, as an important biological feature of the 

face, has a significant impact in fields such as intelligent marketing and criminal investigation. Facial 

age recognition can be divided into traditional machine learning methods and deep learning methods 

according to the technology used [2]. 

2.3.  Building a Time Model for Crowd Passing Through 

The system processes and analyzes the data collected from videos and sensors, and uses algorithms 

to determine the position, speed, and direction of movement of pedestrians and vehicles. Based on 

these data, this study combines the number of passes with time and the daily routines of the crowd to 

discover patterns, and then use the pass rules to construct a decision control algorithm and a traffic 

light conversion strategy. Through the control system, we make signal decisions to ensure the safe 

passage of pedestrians and vehicles. The main factors that affect traffic light time include whether the 
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main road is the main road, vehicle speed, and traffic flow. The data for these three factors can be 

obtained through existing sensors and are independent of each other. Therefore, this article establishes 

a Bayesian network-based traffic light autonomous intelligent decision-making model based on these 

three factors. The model has a star structure, that facilitates the transmission of various data and the 

implementation of the model. In this model, whether the main road is the main road, vehicle speed, 

and traffic flow are all observation variables, that is, variables that can be observed as evidence: the 

time category is a hidden variable, that represents the length of time for green lights. The model 

considers that the traffic light time at intersections should reflect the condition of the traffic road in 

real time, so the constructed model is as follows: May be concise and effective: as vehicle speed and 

traffic flow variables belong to integer variables, their values are within a range. This article adopts 

a fuzzy classification method to classify and analyze the observed values of observable variables [3].  

3. Methodology 

3.1. System architecture design 

The intelligent traffic signal light system is mainly composed of data acquisition module, data 

processing module, decision optimization module and execution module. The system consists of two 

parts: software and hardware. The structure of the entire system is shown in the following diagram 

(Figure 2). 

 

Figure 2: Logic structure diagram 

The bottom layer of the system is the hardware part, which includes laser sensors and related 

control logic devices to collect traffic data and transmit it to the computer. Directly related to 

hardware is the data acquisition system, which stores the data collected by hardware in the database, 

thus achieving data exchange between the hardware layer and the software layer [4]. 

3.2. Data acquisition module  

Collect real-time data on traffic flow, vehicle speed and pedestrian number through sensors, cameras 

and other devices installed at road intersections.  

Data collection is the first and most crucial step in intelligent transportation systems. Intelligent 

transportation systems obtain various types of traffic data through various sensors and devices. There 

are various types of sensors, including car sensors, roadside sensors, cameras, etc. Vehicle mounted 

sensors can obtain information such as the vehicle's position, speed, and travel time; roadside sensors 

can obtain road condition information, such as traffic flow, visibility, etc; and cameras can obtain 

image and video data for license plate recognition and violation monitoring. These sensors and 
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devices are distributed in different locations in the city, working together to achieve comprehensive 

monitoring of the transportation system. 

3.3. Data processing module 

Clean, integrate and feature extract the collected data to provide input for the subsequent machine 

learning model.   

After data collection, it needs to be processed and cleaned to extract useful information. The 

processing of data involves multiple fields, such as big data processing, signal processing, and image 

processing. Firstly, there is big data processing. The huge amount of data in intelligent transportation 

systems requires the use of big data technology for analysis and mining. Traffic managers can 

discover problems and potential influencing factors in the transportation system through algorithms, 

such as data mining and machine learning, and formulate corresponding measures. Next is signal 

processing. The data in intelligent transportation systems exists in the form of temporal signals, which 

require signal processing to extract features and patterns. Traffic managers can use signal processing 

technology to analyze the fluctuations and periodic changes in the transportation system, and discover 

the patterns of traffic congestion and accidents. 

The transportation data covers a wide area and has a large time span, so the amount of data is very 

large. Therefore, a well-designed database system is needed to store and process the data. Even so, 

the large amount of data can lead to a decrease in processing performance. Considering that people 

have different levels of concern for data at different time scales, it is necessary to differentiate the 

levels of data and carry out certain integration processing. Real time data is processed by converting 

the data collected by sensors into geographic information. The converted information still finely 

stores the speed and model data of each vehicle, and stores the logical number representing 

geographical location information, rather than the physical number of the sensor. The system can use 

this number to find its position on the map data. Real time data is generated at the fastest speed, 

resulting in a large amount of data. Each real-time data includes time, vehicle speed, vehicle model, 

and number. Except for the time data which occupies 8 bytes, all other information occupies 4 bytes. 

Therefore, its total data volume can be estimated by the following formula [4]: 

 S = nT η (4 + 4 + 8 + 4) = 20 η nT (1) 

Among them, n represents the number of sensors, T represents the collection time (s), and η 

represents the number of vehicles passing by per second. Vehicles cannot always be connected 

together and pass quickly, so they are generally less than 1. According to the maximum detection 

capability of the laser sensor implemented in practice, if two vehicles pass by every second, 500 

sensors are set up in each district. They can continuously collect data for one day and generate a data 

volume of S = 20x2x500x3600x24B ≈  1.61G [4].  

3.4. Decision optimization module 

Based on the machine learning algorithm, learn and analyze the traffic data, and generate the 

scheduling strategy and optimization scheme of the traffic lights. The traffic scheduling model in this 

scheme is mainly composed of GA and LSTM. Each generation of individuals in the population is a 

set of waiting scheduling schemes for a certain period of time, and each individual's manifestation is 

a scheduling scheme. The pressure value of the road network reflects the condition of the road 

network after adopting this scheduling scheme. The larger the pressure value of the road network, the 

greater the degree of congestion after adopting this scheme. GA calculates the road network pressure 

of all individuals in the current population based on their genotypes, and uses this as a criterion to 

select scheduling plans and eliminate unsuitable individuals. LSTM is mainly used to predict the new 
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traffic volume for the next unit of time, helping GA choose more effective scheduling solutions [5]. 

The process flow of the scheduling model method is shown in the Figure 3. 

 

Figure 3: Method flowchart 

Transform the scheduling strategy and optimization scheme of the decision optimization module 

into specific control instructions to control the working state of traffic lights. 

4. Key technology research 

4.1. Machine learning algorithms 

Using support vector machines, decision trees, random forests, and other algorithms to classify, 

regress, and cluster traffic data, extracting key information such as traffic flow and vehicle speed. 

4.1.1. Support Vector Machine 

Support Vector Machine (SVM) algorithm is used in pedestrian portrait recognition, and kernel 

methods are applied to extend the linear learner to a nonlinear learner through kernalization (i.e. 

introducing kernel functions)[6]. 

4.1.2. Random Forest Algorithm 

Random forest is simple, easy to implement, and has low computational overhead. Surprisingly, it 

exhibits powerful performance in many tasks . It can be seen that random forest only makes small 

changes to Bagging, but unlike the diversity of base learners in Bagging, which only comes from 

sample perturbations (by sampling the initial training set), the diversity of base learners in random 

forest not only comes from sample perturbations, but also from attribute perturbations. This allows 

the generalization performance of the final ensemble to be further improved by increasing the 

difference between individual learners [6]. 

4.2. Deep learning technology 

Through deep learning models such as Convolutional Neural Network (CNN) and Recurrent Neural 

Network (RNN), traffic images and videos are recognized and analyzed, achieving functions such as 

vehicle type recognition and pedestrian detection. 
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4.2.1. Convolutional Neural Network (CNN) 

In the application process of CNN, the mechanism of stacking multiple hidden layers and processing 

the output of the previous layer in each layer can be seen as processing the input signal layer by layer, 

thereby transforming the initial input representation that is not closely related to the output target into 

a representation that is more closely related to the output target, making it possible to complete tasks 

that were previously difficult to achieve based solely on the output projection of the last layer [6]. 

Applying the YOLO algorithm in object recognition, object recognition is defined as a regression 

problem for the probability of each target appearing in the segmentation box of the image, and using 

the same convolutional neural network to output the probability, center coordinates, and box size of 

each target for all segmentation boxes [7]. 

In behavioral cognitive research, image features extracted by convolutional neural networks are 

applied to action classification. In the behavioral cognitive problems of videos, convolutional neural 

networks can maintain their two-dimensional structure and learn by stacking features from continuous 

time segments [8], establish 3D convolutional neural networks that vary along the timeline [9], or 

extract features frame by frame and input them into recurrent neural networks [10], all of which can 

perform well in specific problems. 

4.2.2. Recurrent Neural Network (RNN) 

Recurrent neural networks have advantages in learning nonlinear features of sequences due to their 

memory, parameter sharing, and Turing completeness [11]. Recurrent neural networks have 

applications in natural language processing (NLP), such as speech recognition, language modeling, 

machine translation, and are also used for various time series forecasting tasks. The recurrent neural 

network constructed by introducing the CNN can handle computer vision problems containing 

sequence inputs. 

4.3. Reinforcement learning technology  

By using reinforcement learning algorithms, the system continuously learns and optimizes the 

scheduling strategy of traffic signals during the interaction with the environment, improving traffic 

efficiency. 

Reinforcement learning (RL), also known as reinforcement learning, evaluation learning, or 

reinforcement learning, is one of the paradigms and methodologies of machine learning. It is used to 

describe and solve the problem of agents using learning strategies to maximize returns or achieve 

specific goals in their interaction with the environment [11]. 

The common model of reinforcement learning is the standard Markov Decision Process (MDP). 

According to given conditions, reinforcement learning can be divided into pattern based 

reinforcement learning (model-based RL) and model-free reinforcement learning (model-free RL) 

[12], as well as active reinforcement learning (active RL) and passive reinforcement learning (passive 

RL) [13]. The variants of reinforcement learning include reverse reinforcement learning, hierarchical 

reinforcement learning, and reinforcement learning of partially observable systems. The algorithms 

used to solve reinforcement learning problems can be divided into two categories: policy search 

algorithms and value function algorithms. Deep learning models can be used in reinforcement 

learning to form deep reinforcement learning [11]. 

The reinforcement learning theory is inspired by behaviorist psychology, focusing on online 

learning and attempting to maintain a balance between exploration and exploitation. Unlike 

supervised learning and unsupervised learning, reinforcement learning does not require any pre given 

data, but rather obtains learning information and updates model parameters by receiving rewards 

(feedback) from the environment for actions [12]. 
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5. Conclusion    

Through machine learning technology, the accurate identification of people, cars and movement 

directions is realized. Through the training and learning of large amounts of data, machine learning 

algorithms can identify the movement trajectory and direction of traffic participants, such as people 

and vehicles. It is used to monitor traffic conditions and provide basic data support for the intelligent 

transportation system. Deep learning technology is used to build the prediction model to further 

improve the intelligent level of traffic control. By constructing a deep neural network model, the 

automatic extraction and feature learning of complex data are realized. Deep learning technology is 

used to model and analyze traffic flow, vehicle speed and other data to predict future traffic conditions, 

help the traffic management departments formulate countermeasures in advance, and also provide 

real-time road condition information for drivers to improve driving efficiency.  

Finally, the realization of intelligent control of sidewalk traffic lights can further reduce the risk 

of traffic accidents. Sidewalk traffic lights are an important part of urban traffic, and are of great 

significance to ensure pedestrian safety and maintain traffic order. With the continuous development 

and improvement of artificial intelligence technology, we have reason to believe that the future of 

urban transportation will be brighter. 
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