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Abstract: Generative artificial intelligence, represented by ChatGPT, has the ability to 

generate new content based on automatic learning, which not only triggers a productivity 

revolution but also poses legal regulatory challenges. ChatGPT can pose challenges such as 

privacy infringement, data security risks, and intellectual property rights confirmation and 

protection challenges. The Artificial Intelligence Act adopts measures such as compliance 

control for data collection, technology governance technology, and optimization of data 

management methods. Not only does ChatGPT prevent excessive blurring of the trust 

boundary between humans and machines, but it also configures different disclosure 

obligations based on the user's level of professionalism. 
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1. Introduction 

With the wide application of AI, Big data, blockchain, Internet of Things and many other new 

technologies in social practice, the existing production and lifestyle has been broken, social relations 

have been reshaped, social structural elements have been restructured, and social functional structures 

have changed [1]. Faced with the overall social transformation in the era of intelligence, modern legal 

theories and systems rooted in the pre-intelligent era have faced tremendous challenges, and people 

are facing a series of challenges. Recently, generative artificial intelligence, represented by ChatGPT, 

can be deeply applied in thinking and dialogue, text production, smart office, education and healthcare, 

etc. It has achieved impressive results in high-level exams that require human intelligence, not only 

assisting human activities, but even replacing many human labor [2]. Generative artificial intelligence 

makes it possible for digital assistants to arrange agendas, review reply emails, book services, 

purchase transactions, provide consulting, and govern businesses [3]. It can be seen that ChatGPT 

has accelerated the trend of AI universality and the industrialization process of AI big models. The 

AI industry has officially entered a new era of "universal big models+specific application scenarios", 

and the legal order is once again facing the challenge of coordinating the necessity of stability and 

change [4]. Therefore, establishing a trustworthy legal framework for artificial intelligence and 

formulating comprehensive laws on artificial intelligence has become an effective normative means. 

In April 2021, the European Commission proposed the Artificial Intelligence Act (AIA), the world's 

first comprehensive legislation aimed at regulating artificial intelligence in all industries [5]. The bill 

follows the "risk-based approach" to introduce a set of proportional and effective constraint rules for 

Proceedings of the International Conference on Global Politics and Socio-Humanities
DOI: 10.54254/2753-7048/44/20230134

© 2024 The Authors. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(https://creativecommons.org/licenses/by/4.0/).

185



artificial intelligence systems, which determine the type and content of rules based on the intensity 

and scope of the risks that the artificial intelligence system may generate [6]. As a type of AI product, 

ChatGPT is also constrained and regulated by the Artificial Intelligence Act. This article will study 

the impact of the Act on the future development of ChatGPT. 

2. Case Analysis 

On April 20, 2023, the "EurActiv" website in Belgium reported that the compromise text of the EU's 

"Artificial Intelligence Act" circulated on the same day showed that EU legislators hope to distinguish 

universal artificial intelligence (AI) from basic models such as ChatGPT and introduce stricter 

regulations for the latter [7]. The basic model refers to an AI system model that is trained on large-

scale and extensive data, designed for output universality, and can adapt to various tasks; Universal 

AI is an AI system that can be used and adapted to a wide range of applications, rather than 

specifically designed. The differences between the two mainly focus on training data, adaptability, 

and whether they can be used for unexpected purposes [8]. The basic model includes generative AI 

systems such as ChatGPT and Stable Diffusion, which are trained through data captured from the 

entire internet [5]. The bill requires the basic model to maintain appropriate performance, 

interpretability, error correction, security, and network security levels throughout its entire lifecycle. 

The requirements that EU legislators expect basic model suppliers to comply with include: testing 

and mitigating reasonably foreseeable risks to health, safety, fundamental rights, environment, 

democracy and the rule of law with the participation of independent experts; Taking data governance 

measures, especially in reviewing the sustainability of data sources, potential deviations, and 

appropriate mitigation measures; Implement a quality management system and provide relevant 

documents within 10 years after the model is launched; Disclose the required computing power and 

model training time; Registration status in EU databases, etc. [5]. In addition, basic models belonging 

to generative AI must comply with further transparency obligations and implement adequate 

safeguards to prevent the generation of content that violates European Union law. The European 

Parliament is expected to reach an agreement on the draft Artificial Intelligence Act next month, 

followed by negotiations with the European Council [5]. 

3. Discover Problems 

The risks that ChatGPT may pose at present include privacy infringement and data security risks, as 

well as challenges in intellectual property rights confirmation and protection. 

3.1. Privacy and Data Security Risks 

OpenAI provides ChatGPT with approximately 300 billion words collected from systems on the 

internet, including books, articles, websites, and posts, as well as personal information obtained 

without the consent of the information subject. Moreover, data may be output through other means 

after being input into the database, which significantly increases the risk of data security [9]. 

Firstly, OpenAI uses input and output content to provide and maintain services, creating a risk of 

data leakage. Article 3 (a) of OpenAI's "Terms of Use" states: "OpenAI may use content to provide 

and maintain services as needed." Article 3 (c) provides users with a way to refuse to use data but 

forms a data provision model based on implied consent and with the exception of refusal of consent 

[10]. In the 'Privacy Policy', it is clarified that OpenAI will use tracking technology to collect 

information about users' browsing activities across different websites over a period of time and after 

using this website and will not respond to the 'Do Not Track' (DNT) signal, which means that OpenAI 

denies the user's right to refuse in specific circumstances [11]. 
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Secondly, collecting different types of data from users poses a risk of identifying user identities. 

Based on the learning and training features of ChatGPT and improvements to the service, OpenAI's 

"Privacy Policy" states that we automatically collect personal information from your use of the service: 

when you access, use, and interact with the service, we may receive certain information about your 

access, use, or interaction. This information mainly includes log data, usage data, device information, 

cookies, and online tracking signals. Although all the collected information is technical information, 

the combination of this technical information has actually touched upon the privacy or sensitive 

information of users. For example, collecting information such as "Internet protocol addresses" and 

device information from the "types of content viewed or participated in" log data in usage data may 

not only identify users but also pose a threat to private living spaces [10]. 

Finally, the interaction data between users and ChatGPT will be entered into ChatGPT's corpus. 

The current ChatGPT technology has been able to identify content beyond text, such as images, audio, 

and videos, by reading web links. Based on a high trust in generative artificial intelligence, users may 

consciously or unconsciously upload private information, trade secrets, or content related to 

intellectual property protection to ChatGPT [12]. For example, programmers require code inspection, 

company staff instructions to draft bids, lawyers' instructions to review contracts, and so on. When 

we issue instructions to generative artificial intelligence, the system actually stores the interactive 

content and incorporates it into the machine’s automatic learning training set for further training of 

the machine. The content output of ChatGPT after training does not have specific directionality but 

rather has public openness. That is to say, when other users prompt for relevant content, generative 

artificial intelligence may correspondingly provide the information content previously provided by 

the data user, which may lead to privacy leakage and form data security risks. 

3.2. The Dilemma of Intellectual Property Protection 

3.2.1. Risk of Intellectual Property Infringement 

Choi et al. [2] conducted an experiment using ChatGPT to conduct the following tests: they 

sequentially asked ChatGPT to translate the first paragraph of 'One Hundred Years of Solitude' into 

Chinese, and the second paragraph into Chinese, which appeared in the English original text and 

Chinese translation. But when the user prompts, "Do you think your recent behavior infringes 

copyright?", it will argue that it is a legitimate reference to the work, and when it requests similar 

content in the same way, it will refuse the request. From this, it can be seen that even as the most 

advanced generative artificial intelligence at present, ChatGPT still has the potential risk of infringing 

intellectual property rights. However, its advantage lies in its ability to actively learn the information 

provided by users and quickly apply it to language models. The risk of intellectual property 

infringement is mainly manifested in two aspects: first, ChatGPT may quote legally protected works 

in a way that does not provide the original source when outputting content; second, when users input 

their own works during use, they may be automatically included in the training set of large language 

models, and Chatbot may provide them to other people without being recognized as the original 

source [3]. 

3.2.2. The Authorization Dilemma of Generating Content 

Whether traditional artificial intelligence-generated content is protected by copyright law is a 

controversial issue in the field of artificial intelligence governance, and the copyright disputes faced 

by ChatGPT output content will become more prominent. Firstly, situations where even human-

generated content is not protected by copyright, should be excluded from the discussion. What is truly 
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meaningful for discussion is that if the same content is created by humans, it may be protected by 

copyright. 

Firstly, ChatGPT-generated content may possess the originality characteristics of the work. If the 

originality of AI-generated content is denied solely due to the subjectivity difference between 

artificial intelligence rather than human creation, it may fall into an infinite logical cycle. Advanced 

artificial intelligence is not a simple replication tool. On the contrary, it can output content that is 

different from the source material through deep learning [2]. The content generated by machines 

using pre-stored data may not necessarily meet the requirements of originality because even if each 

material is someone else's content, it is possible to output content that meets the standards of 

originality through different logical combinations. There are differences in the originality 

characteristics between traditional artificial intelligence and generative artificial intelligence [2]. The 

former learning process is the process of determining patterns, and the results formed by using the 

same materials and strategies have high repeatability, so the input content does not meet the 

requirements of originality. However, generative artificial intelligence represented by ChatGPT is 

different. Using ChatGPT for testing content creation as the main content, it can be found that if 

different users input the same instruction, ChatGPT will output different content. If the same user 

inputs the same instruction at different times, they will still output different content. In this regard, 

the content output by ChatGPT has at least the originality characteristics of the work [2]. 

Secondly, even if the content generated by ChatGPT meets the standards of originality, it still faces 

the issue of subject authentication. In 2012, the artificial intelligence system DABUS developed by 

American computer scientist Stephen Thaler automatically generated a painting. In 2018, Thaler 

applied to the US Copyright Office for registration of the work. And DABUS was listed as the author 

of the work, but the government rejected the application due to a lack of human authorship [6]. If 

artificial intelligence is unable to independently generate works that meet the standards of originality 

and enjoy copyright protection. The result of the copyright enjoyed by the subject who created the 

machine (referring to the regulations for job or employment works) is that humans may fraudulently 

attribute the creative efforts of artificial intelligence to themselves, which will defeat the true purpose 

of copyright protection. Some argue that users enjoy copyright, which leads to another paradox: in 

terms of the tool properties of ChatGPT, users have limited control over output, and to some extent, 

output behavior is more controlled by the creator of ChatGPT than by the user who initiated the input 

[13]. The output content of traditional artificial intelligence has limited contribution to human 

intelligence, but intelligent language models may face a lack of human intelligence contribution. If 

so, the conclusion that the owner of artificial intelligence enjoys intellectual property rights may not 

be based because, in a sense, the output results are more determined by the software developer's 

settings and the algorithm's later autonomous learning. In the long run, it may breed plagiarism, 

plagiarism, and other behaviors and induce Academic integrity risks. 

Finally, even granting legal protection to ChatGPT-generated content is difficult to implement in 

practice. For example, British law allows machine-generated content to be protected by copyright, 

and Article 3 (a) of OpenAI's "Terms of Use" also stipulates that the content generated by the model 

for the user belongs to the user. However, since it cannot prevent others from outputting and using 

the same content, this right has no legal significance. The article also states: "On the premise that you 

comply with these terms, OpenAI will transfer all rights in the 'output' to you." However, due to the 

characteristics of machine learning, different users may obtain the same or similar output content 

from artificial intelligence, and only the exclusive right to 'output content' can be transferred, which 

poses a problem in the attribution of interests [10]. Therefore, this clause only has the effect of blindly 

indicating that developers do not have specific rights to the content and do not have the function of 

empowering users. 
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4. Analysis Problems 

The impact of the Artificial Intelligence Act on ChatGPT is mainly reflected in two aspects: the 

standardization of compliance solutions designed by developers and designers as the main body, and 

the impact on responsibility allocation. 

4.1. Compliance Plan 

The application of ChatGPT involves multiple parties, including development designers, actual 

deployers, users, and receivers. Only the development designers participate in the entire process of 

governance [13]. Therefore, the prevention and resolution of legal risks caused by ChatGPT require 

the development designers as the main body to design compliance solutions. Overall, development 

designers should establish a solid ethical and legal bottom line, leverage the dual roles of 

technological ethics and legal norms, avoid the abuse of ChatGPT, and ultimately achieve algorithmic 

excellence. 

Firstly, compliance control of data collection. Once ChatGPT is deployed and applied, it will to 

some extent, break away from the direct control of the designer, especially under the application of 

autonomous deep learning technology, which may result in unforeseen consequences for algorithm 

designers at the beginning of algorithm design. At this point, the effect of post-intervention is not 

ideal [14]. A possible solution is to conduct a compliance review and control of data collection content, 

and illegal data. Unauthorized or licensed content data should not be included in the algorithm's 

training dataset [13]. 

Secondly, govern technology with technology. ChatGPT may deviate from the predetermined 

trajectory due to its strong self-learning ability, so it can be considered to train artificial intelligence 

systems to meet compliance requirements through self-learning. In terms of technology, it is possible 

to explore the implementation of technology governance through embedding technology [12]. The 

huge internal capacity of ChatGPT generation makes it very difficult to manually review the 

generated content. Therefore, such artificial intelligence developers should not be required to deploy 

manual audits to ensure the legality of output content. ChatGPT uses the Moderation API (review 

interface) to continuously determine whether user requests comply with content policies and to warn 

or block certain types of unsafe content. Thus, reducing responses to harmful instructions or 

exhibiting biased behavior, including attempting to filter content involving hatred, self-harm, 

pornography, violence, etc. [13]. The effectiveness of this approach still needs to be tested in practice, 

and in the future, it is necessary to solve the problem of how to reflect the dynamic and scenario-

dependent nature of legal rules through code in order to improve the adaptability of technological 

governance [12]. Anyway, ChatGPT should continuously improve its technical and safety standards. 

Finally, optimizing data management methods by embedding technology governance to fulfill 

sufficient and reasonable security protection obligations [14]. Due to the limited data types, 

incomplete data content, and illegal data sources, the data quality of the ChatGPT training set is 

difficult to be considered flawless [13]. Model developers should optimize data management methods 

from the following two aspects: firstly, use technical means to conduct compliance audits on training 

datasets, and eliminate or filter internet data; second is to use synthetic data to supplement the data 

captured from the internet. To balance biases or other deficiencies in online resources [14]. 
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4.2. Responsibility Allocation 

4.2.1. Product Quality Standards 

On the one hand, configure ChatGPT quality standards. Large language models, as software products 

with strong technological attributes, should also follow certain quality standards. Kop [15] believes 

that information products with a certain material carrier can be recognized as products and subject to 

product liability. Panigutti et al. [7] called for the rapid convening of a seminar on conversational AI, 

which proposed topics including quality standards for large-scale language models. If the general 

quality standards for generative artificial intelligence products cannot be set, it may lead developers 

and designers to evade responsibility. For example, the exemption clause 7 (b) of the OpenAI "Terms 

of Use" explicitly states the service provided "as is" and specifically emphasizes that denying any 

guarantee of quality neither guarantees service quality nor service safety [10]. The "technical 

standards" in the Artificial Intelligence Act are also acute and uncertain, which puts the judicial 

determination of artificial intelligence Product defects in trouble [5]. 

On the other hand, setting product quality standards for ChatGPT. Setting standards generally in 

situations where technological development is not yet sufficient may actually hinder technological 

innovation and progress. However, minimum standards should be set in terms of product legality, 

safety, and transparency to balance the two values of consumer protection and technological 

development [10]. Specifically, firstly, the development designer should ensure that the dataset used 

for machine learning training does not constitute infringement, otherwise, the development designer 

should bear responsibility. A further requirement is to train the ability to identify infringing behavior 

during model training to prevent infringement and thereby mitigate liability for breach of duty of care 

[11]. Secondly, set reasonable transparency standards. In theory, the principle of algorithmic 

transparency is highly controversial. Admittedly, algorithmic transparency only has limited 

applicability, but it does not mean that it completely negates the regulatory path of algorithmic 

transparency [11]. Due to the main operating mode of generative artificial intelligence being "data 

training+content output", in order to effectively protect the legitimate rights of users and receivers 

and stabilize social trust mechanisms, algorithm development designers should adopt reasonable 

transparency standards for the developed application products [5]. As for what is' reasonable ', a 

balance needs to be made between the rights of algorithm developers, users, or recipients. Due to the 

fact that the rights of users or recipients mainly involve the right to know about algorithm applications, 

one possible solution is to adopt a differentiated approach: in general, development designers do not 

need or should fully disclose the detailed algorithm and model design of ChatGPT but should disclose 

the data source and processing process to users in a user-friendly manner. As for technical details, 

provide evidence to judicial authorities only when involving case disputes [12]. 

4.2.2. User Disclosure Obligations 

In order to prevent artificial intelligence from excessively blurring the trust boundary between 

humans and machines and implementing the principle of limited trust, it is necessary to ensure that 

recipients can recognize content generated by humans and content generated by ChatGPT [13]. The 

current, more suitable solution is to set user disclosure obligations. Specifically, users are divided 

into professional and non-professional users based on whether they are professionals for professional 

purposes when using ChatGPT to generate content, and the obligation to disclose configurations is 

distinguished. For professional users, disclosing content from ChatGPT to the recipient is of great 

significance in safeguarding the recipient's right to know. Especially when the recipient is a consumer, 

consultant, patient, or other entity, professional users fulfilling their disclosure obligations can avoid 

consumer fraud or exacerbate distrust. The allocation of disclosure obligations is matched with the 
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interests of professional users, who typically obtain direct or indirect commercial benefits during the 

use of Chat GPT [14]. The main purpose of professional users fulfilling their disclosure obligations 

is to ensure that the recipient is aware of the information source, remind the recipient to pay attention 

to the information source, and even take additional verification measures which will not 

fundamentally affect the interests of the user. In one case, the court also pointed out that from the 

perspective of protecting the public's right to information, maintaining social honesty and credibility, 

and facilitating cultural dissemination, corresponding computer software identification should be 

added to indicate that the content is generated intelligently by the software [8]. On the other hand, 

non-professional users mainly use ChatGPT for learning, living, entertainment, and other purposes, 

and the obligation to disclose its configuration is neither necessary nor contrary to the goals of 

technological innovation [8]. 

The further question is how to ensure that professional users fulfill their disclosure obligations. 

With the development of technology, access verification technology for verifying the source of output 

content should be developed in the future. The Artificial Intelligence Act requires the addition of 

implicit or prominent markings for deep synthesis content in a differentiated manner [5]. Both 

ChatGPT and deep synthesis technology generate content based on existing materials, and the two 

have similarities. Whether it is implicit identification or prominent identification, it is actually a 

technical measure for developers to embed algorithms. Such technical measures have been gradually 

applied in practice, such as watermark for Digital rights management and model imprint. Of course, 

simply embedding watermark technology cannot fully protect the recipient's right to know, and it is 

also necessary to provide a simple and easy way for the recipient to verify the watermark. 

Of course, whether it constitutes a product quality defect or violates the user's disclosure obligation, 

it may bear legal responsibility. Violation of the minimum technical standards of ChatGPT may 

constitute a Product defect, which will lead to product quality liability. Correspondingly, development 

designers can be exempted from liability based on the development risk defense stipulated in Article 

41 (2) of the Artificial Intelligence Act, which means that the existence of defects cannot be detected 

by the scientific and technological level when the product is put into circulation. Users who violate 

their disclosure obligations by providing consultation, diagnosis and treatment services, and other 

activities, may bear infringement liability when the consequences of damage occur [5]. Although the 

subject of fulfilling the disclosure obligation is the user, the development designer still has an 

obligation to provide supporting technical support. 

5. Conclusion 

The future direction of ChatGPT is to integrate other artificial intelligence technologies, such as 

computer vision and robotics. By combining ChatGPT's conversational abilities with computer vision 

and the visual and physical abilities of robots, we can create conversational artificial intelligence 

systems that will completely change the way we interact with technology. Although there are still 

issues with the accuracy, authenticity, and inherent biases of ChatGPT-generated content, the 

interaction ability between artificial intelligence and humans has achieved leapfrog development. The 

generative artificial intelligence industry in China is still in its infancy, and how to ensure the 

responsible use of emerging technologies and thus achieve a balance between technology and ethics 

is becoming an important issue. With the in-depth exploration of China's self-developed generative 

artificial intelligence applications, whether legislators, judicial practitioners, or theoretical 

researchers, they should uphold the regulatory concept of inclusiveness and prudence and provide 

legal protection for building a safe, orderly, scientific, reasonable, accurate, and practical future 

intelligent ecosystem that benefits the people. 
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