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Abstract: The Online real-name systems are becoming an increasingly popular policy, with 

the main reason for support being the perceived effectiveness of online real-name systems in 

reducing offensive language. Upon further exploration, this paper finds certain flaws in this 

view. The frequency of offensive language between real-name and anonymous accounts in 

previous studies may have arisen due to problems with the research methodology. Meanwhile, 

the impact of offensive language on an individual's mental health is not entirely negative. 

Offensive language should be further categorized in future studies to explore its effects on 

individual mental health. 
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1. Introduction 

Digital communication and virtual platforms based on communication technologies are increasingly 

becoming an integral part of modern life. This virtual communication, free from time and space, 

allows global information to be more easily exchanged and disseminated. However, the increasing 

frequency of cyber violence, online sexual harassment and hate speech in recent years has posed a 

great danger to the mental health of Internet users, and can even lead to more offline violence and 

illegal incidents [1-3]. Offensive language means including, but are not limited to, vulgar, 

pornographic, taboos and hateful language. Vulgar usually language refers to rude expressions, which 

include offensive reference sex or bodily function or targeted family members. Pornographic 

language refers to descriptions that are explicitly related to sexual themes for the purpose of satisfying 

one's own sexual arousal or pleasure without the permission of another person. Hateful language 

includes any communication that demeans individuals or groups based on characteristics such as race, 

country, color, gender, sexual orientation, religion, and disease [4]. Because of the virtual nature of 

Internet communication, where users communicate with each other on online platforms without 

physical contact, structured offensive language - including emojis and images that convey the 

appropriate meaning [5] - has become an important vehicle for online forms of violence. Various 

countries, governments, and research institutions have paid great attention to it, trying to secure the 

information of users on the Internet by studying and banning offensive language [6] [7]. 

The idea that anonymity will lead to more offensive language originates from Zimbardo's 

deindividuation theory. Zimbardo's theory defines anonymity as the inability of others to identify an 

Proceedings of the International Conference on Global Politics and Socio-Humanities
DOI: 10.54254/2753-7048/44/20230150

© 2024 The Authors. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(https://creativecommons.org/licenses/by/4.0/).

238



individual, making it harder for individuals to be evaluated, judged, or punished, and this allows 

individuals to have a reduced level of internal control, making them more likely to engage in normally 

inhibited behaviors, including antisocial or illegal behavior [8]. This is the main argument in favor of 

real names in today's cybersecurity debate, but does anonymity really make individuals use more 

offensive language in their use of the Internet? Previous research has tended to focus more on the 

criminal behavior that has occurred in anonymous platforms and its psychological processes, such as 

the fact that cyber violence carried out in anonymous platforms can give individuals a sense of feeling 

that they can get away with [9], but there is a lack of research on the relationship between anonymity 

and the frequency of actual aggressive language. Among the available studies, some point out that 

there is no significant correlation between anonymity and the frequency of aggressive language [10]. 

Some studies support that anonymity will lead to more aggressive language, but in the category of 

aggressive language it is clear that anonymity will only increase target-less aggressive language [11].  

In contrast, the above studies often suffer from the research shortcomings of different sources of 

data bases, different levels of anonymity of survey platforms, and the use of negative keywords as a 

measurement feature of aggressive language in the language detection methods used in previous 

studies. However, previous studies have shown that utterances with negative words do not necessarily 

have negative connotations such as insult or harassment, but may also occur because of the degree of 

expression of emotion or reinforcement. Therefore, the actual criteria for aggressive language and the 

relationship that exists between the online anonymity regime and the frequency of aggressive 

language should perhaps be remeasured in the course of future research, so as to better focus on and 

protect users' online safety as well as psychological health. 

2. Offensive language 

Current research on offensive speech often cites or expands on Jay 1992's definition of it, which Jay 

says offensive language often includes vulgar, pornographic, taboos and hateful language [12]. And 

in a 2006 study, Jay noted the nature of aggressive speech in making victims feel negative 

psychological feelings such as anxiety and punishment [13]. In subsequent extensions of the 

definition, offensive speech is defined as discourteous speech [14]. Because of these characteristics, 

offensive speech is often closely associated with negative behaviors such as cyberbullying, sexual 

harassment and hate speech when communicating online. Nonetheless, the composition of offensive 

speech is more complex than simply negative communication texts. Based on the social norms theory, 

offensive speech is often included in criticism of social subjects who violate social norms or when 

engaging in conflicting social situations. However, this part of offensive speech is more often 

generated by altruistic motives [15]. 

Because of the relevance of offensive speech to people's online communication behavior - both 

negative and positive - governments and platforms are attempting to protect individuals' good Internet 

communication by detecting and banning offensive speech [16] [17]. In practice, however, the 

operational definition of offensive speech is more complex. Early detection of offensive speech was 

often based on negative terms, such as insulting words or words with obvious links to sexual organs 

[11]. In practice, however, humorous remarks, jokes with friends, or expressions of strong emotions 

can contain such negative words, which were also identified as offensive in earlier tests. Currently, 

text mining programs based on natural grammar processing (NLP) are used to detect offensive speech, 

and advanced neural networks and artificial intelligence are used to learn and analyze text content, 

but due to grammatical errors, ambiguous expressions, and complex text content such as emoji, the 

interpretation of offensive language [17]. 
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2.1. Offensive Language with Mental Health 

The current mainstream view that offensive speech often has a negative impact on mental health is 

due to the cyberbullying, sexual harassment, and other behaviors included in offensive speech. There 

has been considerable empirical research showing that cyberbullying is closely related to adolescent 

mental health, with higher levels of negative emotions such as depression and anxiety in adolescents 

who are subjected to cyberbullying [7]. A study of subjects at a California health clinic showed that 

women were more often sexually harassed online than men, and that the experience of sexual 

harassment was positively associated with self-reported levels of depression and anxiety over a 30-

day period [18]. Hate speech is already considered illegal, and studies have demonstrated the 

psychological harm caused by hate speech during online communication [19]. However, fewer 

studies have directly examined the relationship between aggressive speech and mental health levels. 

Bucur et al. noted that people with self-reported depression diagnoses used more aggressive language, 

but did not confirm a causal relationship between the two [20]. Also, in terms of specific content, 

subjects who reported a depression diagnosis used more non-targeted aggressive language and 

focused more on negative self-exposure and expression. Other related studies have focused on the 

relationship between negative behaviors and individual depression levels, such as the effect of 

negative comparisons on depression levels, but did not include aggressive speech as a key factor. 

In contrast, Jay, in a follow-up study, pointed out the methodological limitations of the existing 

studies. During previous studies, self-reported questionnaires were often used for aggressive speech 

and consequent mental health levels, which could not give a precise definition of aggressive speech, 

while self-reported mental health levels were prone to higher bias. Meanwhile, offensive language 

detection programs created with neural network learning are often used in practice nowadays to 

achieve more accurate screening and analysis, but offensive language detection programs that use 

vocabulary as the main screening mechanism for text are still widely used in the process of previous 

studies [21]. 

Another group of scholars is also skeptical about the negative impact of aggressive language on 

mental health. In Ferguson's article exploring the impact of social media, he mentions that despite the 

increase in aggressive speech on social media, overall violence in the world has been declining despite 

two world wars [22]. In social norms theory, aggressive speech against immoral behavior is often 

altruistically motivated, so does this intrinsic incentive for aggressive speech also lead to negative 

effects on mental health levels? No studies have yet explored this aspect. 

3. Anonymity 

With the popular application of the Internet in daily life, the influence of online speech on human life 

is increasing, and the regulation of online speech has become a hot topic in recent years. Online 

anonymity is generally regarded as one of the main causes of non-regulated speech as well as online 

violence [23]. Therefore, the debate calling for a real-name system on the Internet to enhance 

regulation and protect the right to online anonymity has also gained widespread attention. A growing 

number of platforms require individuals to authenticate with their real names, such as Facebook, 

which requires users to be identified by their real names, and gaming platforms such as Blizzard and 

Ubisoft, which require tying to users' identities. 

Traditionally, anonymity is defined as the absence of information and conditions that can identify 

an individual in a social environment, and the inability to accurately correspond an identity to a 

specific individual [24]. Hayne and Rice proposed in 1997-pointed anonymity can be distinguished 

as technical anonymity and social anonymity, with the former referring to the absence of information, 

traces, and other elements that can be traced to an individual's identity. The latter, on the other hand, 

is when an individual believes that he or she cannot be identified in a given environment [25]. 
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However, this definition of anonymity still treats anonymity and non-anonymity as dichotomous 

states. In recent years, with the changing privacy norms of platforms for individuals, the transition 

from anonymity to non-anonymity is seen as a continuum [26]. For example, in some platforms 

individuals are required to upload a real photo, but the platform account is not tied to the individual's 

real name and the user can operate under a pseudonym. 

The use of cross-platform accounts further complicates the definition of anonymity, for example, 

the Huffington Post requires users to be tied to their Facebook accounts and will display their 

comments on Facebook [27]. In Alice and Danah's paper, this is called "context collapse", where an 

individual no longer has a multifaceted, separate anonymous identity across online platforms, even if 

the user is anonymous on one platform, but this anonymity does not give the user a separate, 

confidential anonymous identity due to the real-name nature of the cross-platform account to which 

they are tied [28]. Many studies currently assess anonymity through the level of three metrics: 

traceability, durability and connectedness [29] [30]. Differences in these three levels will affect the 

level of anonymity of online identities and also have an impact on the behavior of individuals. For 

example, connectedness indicates how likely it is that an individual will post information that is 

known in the real world or by other important social relationships, and the higher the connectedness 

of an online identity, the less likely it is that an individual will post anti-regulatory statements [27]. 

Current research has focused more on dichotomous anonymity states and lacks research on 

continuous anonymity states. 

3.1. Anonymity and Offensive Language 

Zimbardo's theory of "deindividuation theory" was one of the first theories of how anonymity is 

intrinsically linked to offensive speech. He pointed out that anonymous speech leads to 

deindividuation and that this phenomenon leads to a weakening of the individual's internal self-

control, making it easier for the individual to engage in behaviors that are normally unacceptable and 

in violation of social norms. However, this theory has recently been shown to lack actual evidence 

that individuals are in a state of deindividuation when they are anonymous [8]. 

The SIDE (Social identity model of deindividuation) theory is a further extension of Zimbardo's 

theory. The theory suggests that the regulation of individual behavior by anonymity depends on two 

factors, namely, anonymity and the degree to which the individual identifies with the group. When 

individuals have a high level of group identification and a low level of self-identification, they are 

more likely to conform to social norms. And when an individual's identification with the self is high, 

anonymity is more likely to weaken the influence of social norms. Anonymity when no group can 

identify individuals creates socialized goal orientation, i.e., everyone is more willing to work for 

group goals. And when an individual can be identified, individuals are more willing to work for their 

own goals [31]. 

At the same time, the strategy theory in SIDE theory states that individuals will use the influence 

of anonymity to achieve their own goals. For example, people in minority sexual orientation 

communities are more willing to express their views in anonymity to counteract stronger opposing 

forces, which may be unpopular in real name situations. However, such views need to conform to 

norms within the minority community, otherwise the publication of such views also lacks the strength 

of support in anonymous situations. This de-suppression is not entirely positive, however, and some 

unjust minorities are also more likely to express their views in anonymous situations [31] [32]. Sia et 

al. in 2002 made a experiment which supported group polarization is more likely to occur in 

anonymous situations was also demonstrated in an experiment [33]. Undoubtedly, when this 

polarization occurs among negative groups, it will bring about even more offensive views and rhetoric. 

While most of the findings based on actual studies support that anonymity will increase aggressive 

speech, such results are subtle when more details are considered. Daegon and Alessandro's study 
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noted that individuals using accounts with non-real names were more inclined to use aggressive 

language [11]. However, this study, along with other studies conducted when real-name policies were 

implemented in South Korea, showed that while real-name systems reduced the frequency of 

aggressive speech by individuals, they also reduced the enthusiasm of individuals to interact [34]. 

Interactions become more cautious under real names, so this may also be one of the factors that led 

to the data showing a decrease in offensive speech. Not coincidentally, when Moore et al was studying 

the comments of Huffington Post in 2019, it showed individuals used fewer offensive words when 

user accounts were linked to Facebook. However, overall comment quality tended to decrease when 

they had a lower level of anonymity due to higher connectedness [27]. 

Some studies also exhibit the opposite view that anonymity does not directly increase offensive 

speech. In a study of Russian-language forums, anonymous users were not shown to significantly 

increase the use of offensive words [10]. In studies based on social norms theory, when non-

anonymity serves to increase authenticity and reliability as a means of discouraging and denigrating 

non-normative behavior, non-anonymous users are more likely to use offensive speech because it is 

altruistically motivated [15]. 

4. Conclusion 

Since the rise of online platforms, the debate between online anonymity and online real-name system 

has never stopped. The mainstream view that "anonymity will lead to more offensive speech, thus 

endangering the mental health and even physical health of individuals and society" has been one of 

the important points supporting the real-name system [24]. However, according to the above, this 

view seems to lack strong evidence to justify it. In some of the studies anonymity did lead to more 

offensive comments, but it also led to a decrease in the overall number and frequency of comments 

[11] [27] [34]. Could the fact that individuals are more cautious about posting comments under real 

names lead to another type of social pressure on users to use social networks under their real names? 

Other studies have also indicated that anonymity or not did not affect the number of offensive 

comments made by individuals [10]. Secondly, does aggressive speech cause more mental problems? 

Although negative behaviors consisting of aggressive speech have often been shown to lead to more 

mental problems such as depression and anxiety [7] [18] [19]. However, in the current research, more 

studies still use word feature recognition programs or neural learning-based aggressive speech 

recognition programs, which are still deficient in recognizing aggressive speech in ambiguous 

contexts, and some humorized speech or untargeted aggressive language are generalized [7] [11] [14] , 

and do these speech still cause negative psychiatric problems in individuals?  

As for offensive language that has a target, there are distinctions among them. Social norms theory 

suggests that some offensive speech is altruistically motivated to criticize anti-normative behavior, 

often targeting social concepts such as business and government, but does this offensive speech also 

lead to negative experiences for other individuals who view the content [15] ? There is no further 

research on the psychological impact of the different components of offensive speech. Jay and 

Ferguson's articles suggest that online aggressive behavior may be a proxy for offline aggressive 

behavior [21] [22]. It ventilates the negative emotions of the initiator and may even reduce the 

aggressive behavior in reality. And viewed from this perspective, aggressive language may even 

reduce the mental burden on society in general. 

Thus, does a more real-name system lead to a more civilized and harmonious online 

communication atmosphere and online community? The answer does not seem to be the case, and the 

answer to this question will be even more complicated when some of the benefits of anonymity are 

taken into account, such as an individual's right to privacy, or the idea of wanting to guarantee one's 

independence between different platform identities. Fortunately when anonymity is considered as a 

continuum rather than a dichotomy [28], there is more room for trade-offs - for example, regulating 
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persistence at the anonymity level, where long-term pseudonyms lead to less offensive speech than 

short-term pseudonyms [27] - but unfortunately there is still less research on the different properties 

of such pairs of anonymity.  

In the future, we can consider how different traceability, durability and connectedness will affect 

individual speech. Second, in future studies, we can use language recognition programs that 

incorporate artificial intelligence to make the identification of offensive speech more contextual, and 

humorous language that is not hostile but contains vulgar words can be excluded from further 

identification, thus enhancing the reliability of the study. At the same time, on this basis, we may be 

able to make a more careful classification and judgment of offensive speech as a way to distinguish 

the relationship between offensive speech that is untargeted or made for altruistic purposes and the 

mental health of individuals. This may help us develop a more realistic policy in the anonymity vs. 

real name debate. 
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