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Abstract: Deepfakes are unrealistic videos generated by deep learning technology. While this 

technology has advanced social media, it has also emerged as a major tool for digital crime. 

Among them, gender crimes against women have a great impact. Videos generated by 

deepfakes are difficult to distinguish, resulting in the production and appearance of a lot of 

non-resource pornographic content. This will cause great trauma to women's psychology. 

Combining the research methods of current situation analysis and case study, this paper 

further analyzes the mechanism of deepfakes on the Internet and explores the role of women 

in cyber violence generated by deepfakes. This study found that the development of deepfakes 

is affected by different social regulations. Especially in societies with traditional gender roles 

such as South Korea, women's digital identities are severely restricted. Society lacks tolerance 

for female victims generated by deepfakes, and many women face social pressure. In order 

to effectively combat gender digital crimes, this paper puts forward some suggestions and 

discussions from the cooperation between governments and social organizations, schools and 

public education. From a legal perspective, cooperation and legislative measures among 

countries are the key to protecting women's rights. Countries should have deeper cooperation 

to prohibit the production and dissemination of deep fake content without consent. Although 

this article provides a lot of insights into the crimes generated by deepfake technology, it still 

has limitations. The study mainly focused on the Korean case, and future research should 

expand the scope of the different culture study. 
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1. Introduction 

Deepfakes are hyper-realistic videos that are created through the use of deep learning. deepfakes rely 

on neural networks that analyze large amounts of data samples to learn to mimic a person's facial 

expressions, mannerisms, voice, and tone of voice. Through deepfakes technology, facial mapping 

technology and artificial intelligence are used to replace the face of one person in a video with the 

face of another person. Because deepfakes use real footage and real audio, they are difficult for 

viewers to detect. As a result, many viewers believe that the videos they are watching are real [1].  

However, while this technology brings innovation, it has also become a new tool for digital crime, 

especially the increasing gendered digital violence against women. The most significant harm of 

deepfake videos lies in their realism and difficulty in distinguishing authenticity, which makes them 

often used to produce non-consensual pornographic videos and pictures, causing severe reputational 
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and psychological damage to women. Women face unique challenges in the digital space, the most 

prominent of which is the gendered application of deepfake technology. In other words, the primary 

victims of deepfake technology are women, primarily through the falsification of their images or 

videos to spread false pornographic content. This not only contributes to the prevalence of gender-

based violence on the Internet but also deepens the commodification of women's bodies. With the 

spread and use of these technologies on the Internet, women's privacy and social status are facing 

unprecedented threats. This paper will analyze the gendered application of deepfake technology 

through a current situation study, and further illustrate the digital crime in the context of deepfake 

technology. In addition, this study will also explore the social status of women under the prevalence 

of deepfake technology through relevant cases in South Korea, and finally this paper will put forward 

some relevant suggestions. 

2. Gender abuse and impact of Deepfake technology 

2.1. Analysis of Why Deepfake Technology Disproportionately Targets Female Victims 

Deepfake technology is often used on female victims, which reflects a profound social and cultural 

problem. Females are often viewed as sexualized objects in cyberspace, and the application of 

Deepfake technology has exacerbated this phenomenon. Fake videos and photos of female images 

often have strong sexual connotations or pornographic nature, which is not only an insult to females 

but also a form of digital violence [2]. Anonymity is one of the characteristics of cyberspace, which 

provides a wide range of cover for perpetrators, especially in gender-based violence. The abuse of 

deepfake technology is usually reflected in the use of unreal female images to spread pornographic 

content. As mentioned above, due to the widespread use of this technology, many celebrity images 

have been used to make related videos. Due to the public's lack of relevant knowledge, most people 

find it difficult to distinguish between true and false, which promotes online gender violence. In 

addition, society's gender stereotypes about women have further exacerbated the harm of deepfake 

technology to women. 

2.2. The Mechanism by which Deepfake Technology Promotes Gender-based Violence on the 

Internet 

The anonymity and technical complexity of deepfake technology have led to cyber violence. The 

perpetrators can easily change their images through related software, disguise themselves as victims 

and spread pornographic content[2]. After being spread, such content can easily remain in cyberspace 

for a long time. The anonymity of netizens and the rapid spread of content make it very difficult to 

completely delete or prevent the spread of such false information. Even if these images and videos 

are fake, they can still cause irreparable damage to women's reputation and social status[3]. In 

addition, deepfake technology also facilitates sexual blackmail and sexual harassment on the Internet. 

Criminals will directly use content generated by deepfake technology to threaten women. 

2.3. The Commodification of Women's Bodies and the Proliferation of Deepfake technology 

The commodification of women's bodies is one of the important reasons why deepfake technology is 

widely used in a gendered manner. The phenomenon of women being objectified is relatively 

common, and women's bodies are displayed as commodities in the entertainment and fashion 

industries. Deepfake technology further perpetuates the objectification of women's bodies, especially 

when they are produced into pornographic videos without women's consent, which exacerbates the 

phenomenon of women being exploited[3]. This commodification has also promoted the development 
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of deepfake technology, and pornographic platforms have made profits from it, so the exploitation of 

women by deepfake technology continues to exist 

3. Social Norms and Women's Digital Identities 

3.1. The Interaction between Gender Role Expectations and Digital Crime 

The social environment has a very rigid gender positioning for women. Many people believe that 

women's behavior and image have fixed standards. When women's behavior does not meet social 

expectations, it becomes a violent act. This is also true in cyberspace. The false content generated by 

deepfakes takes advantage of society's commercialization and sexualization of women's bodies. In 

addition, gender inequality and gender discrimination issues cannot be ignored. Anonymity and 

deepfake features make female Internet users more vulnerable to harassment and attacks, especially 

some public figures and women who do not meet social stereotypes. They are often deeply affected 

[4]. It can be said that gender-based digital violence not only violates women's personal privacy, but 

also reinforces society's stereotypes about women in reality. 

3.2. Social and Cultural Constraints on Women's Digital Identities and Gendered Deepfake 

Crimes--- A Case Study of South Korea 

Traditional gender norms greatly affect women’s status and power. This cultural constraint is also 

reflected in women’s online platforms, especially in their behavior and identity construction[5]. For 

example, Korean society is deeply influenced by Confucian traditions. In Korean society, women are 

often required to accept strict moral standards and stereotyped gender roles. This also makes Korean 

women vulnerable to digital crime. [5]. The 2023 Deepfake Report released by a US cybersecurity 

company shows that nearly 100,000 pornographic videos created by AI face-changing were circulated 

online in 2023. Among them, 53% of the victims were from South Korea (see figure 1) [6]. Deepfake 

technology not only violates personal privacy, but also reflects society's commodification and control 

of women's images. In this cultural context, women often face tremendous social pressure and moral 

criticism, and it is more difficult for them to seek help when they encounter digital violence. Korean 

women are often defined as meek and submissive in society, so when they become victims of deep 

fake technology, society often tends to blame the victims and make moral judgments on them.  

This phenomenon of victim blaming arises from societal expectations surrounding women's 

gender roles. When women step outside these prescribed roles, they often face unjust scrutiny and 

accusations instead of the support and protection they rightfully deserve. As a result, many victims 

opt to remain silent in the face of public accusations to avoid experiencing further harm. 

 

Figure 1: Data distribution of deepfake pornography 
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Although the South Korean government has introduced a series of policies and laws to deal with 

digital gender violence in recent years in an attempt to strengthen the protection of women, the 

inherent concept of gender roles in society still restricts the effectiveness of these measures. To truly 

and effectively curb the gendered crime problems brought about by deep fake technology, South 

Korea needs to make profound changes at the cultural and institutional levels, reduce gendered 

oppression of women, and provide them with more effective support. 

Women's digital identities are not only the result of personal choices, but are also deeply influenced 

by the social and cultural background in which they live. In many societies, women's status, rights 

and roles are still constrained by traditional gender norms, which restricts their self-expression in 

digital space. This cultural constraint is reflected in women's online behavior patterns and identity 

construction. Women not only face gender discrimination and inequality in real life, but are also 

subject to cultural and social oppression in digital space. 

4. Gendered digital crime response strategies and social support 

4.1. Cooperation between government and social organizations 

Cooperation between the government and social organizations is crucial to dealing with the 

consequences of deepfakes. Legislation and law enforcement need to play their due role, and the state 

should also enact relevant laws to explicitly prohibit the production and dissemination of fake videos. 

There should also be corresponding explanations for personal online privacy laws. In the legislative 

process, cooperation between the government and relevant technology companies is also crucial. 

Through the anti-deepfake technology developed by the company, it is also possible to better discover 

relevant content and prevent the dissemination of related videos and pictures. In addition, social 

organizations also play an important role in promoting the protection and development of women. 

Relevant social organizations should actively carry out publicity and education activities to improve 

the public's knowledge reserves[7]. Social organizations can also provide some psychological and 

legal assistance to victims to further solve the problems caused by deepfakes. 

4.2. Education and public awareness 

The relevant education provided by schools to students cannot be ignored. Reform of the education 

system can fundamentally change the impact of gender-based violence. It is necessary to add courses 

on cyber violence, deep fakes and digital privacy protection to the curriculum. Students can better 

promote gender equality and significance through relevant courses [8]. And popular science for the 

public can also be promoted through some online public publicity activities. Raising public awareness 

can also better create an environment that supports victims. When more people understand and pay 

attention to the harm of deepfakes technology to women, victims will be more likely to gain social 

sympathy and support, reducing the social stigma of victims. In addition, public participation can also 

prompt governments and technology companies to take more proactive measures to deal with this 

emerging technological threat. 

4.3. Establish a social support network 

It is crucial to build a platform to help victims. Many women do not know how to protect their legal 

rights when faced with the infringement of deep fake technology [3]. Therefore, professional legal 

aid services and related legal education can help victims safeguard their own interests and combat 

these crimes. The social support network should include a broad community support system. By 

establishing victim mutual aid groups or community organizations, both online and offline, victims 

can have a safe space to share their experiences, offer emotional support, and provide practical advice 
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to others facing similar challenges. These groups create a sense of solidarity, helping victims realize 

they are not alone in their struggles, which can significantly alleviate feelings of isolation, shame, 

and helplessness often associated with digital crimes like deepfakes. Through peer support, survivors 

can exchange coping strategies, legal resources, and guidance on how to report incidents and seek 

justice. In many cases, these networks become a vital platform for healing, empowering victims to 

regain control over their lives and rebuild their self-esteem. 

5. Discussion 

Deep fake technology leads to cross-border dissemination, making legal accountability and law 

enforcement very difficult. Victims may exist all over the world, not just in specific countries or 

regions. The rapidity of Internet dissemination makes these deep fake contents spread all over the 

world quickly, and it is difficult for victims to be held accountable. Criminals can even take advantage 

of legal differences and law enforcement loopholes between different countries to commit cross-

border crimes. Therefore, international cooperation is essential to addressing the global challenge of 

gender-based digital crime. International cooperation can effectively coordinate the legal and 

technical resources of various countries and form a cross-border response mechanism. 

Countries should pay attention to the problems caused by technological progress, and countries 

should jointly formulate a global legal framework to combat the use of deep fake technology to 

commit crimes. Countries can jointly prevent crimes through information sharing, joint law 

enforcement and other means. International cooperation can also promote technology companies to 

collaborate in the development and deployment of deep fake content detection tools, which can help 

governments and online platforms identify and delete bad content more quickly and prevent the large-

scale spread of false information and malicious content. 

International cooperation should not be limited to the government level. Technology companies 

and international non-governmental organizations can also play an active role in it through cross-

border technical support and social publicity activities to promote public awareness of the harm of 

deep fake technology and prevent the abuse of such technology. South Korea's experience in 

combating gendered digital crimes is also of certain reference value, such as clearly defining the 

illegal use of deep fake technology through legislation and strengthening the fight against gender-

based violence on the Internet. The South Korean government and social organizations have also 

made many plans to raise public awareness and build a support network for victims, such as 

community science popularization and lectures. 

6. Conclusion 

In conclusion, the widespread use of deepfake technology in cyberspace has brought about 

technological innovations, but also revealed a series of serious social problems, especially gendered 

digital violence against women. Due to the high fidelity of deepfake technology, women face greater 

privacy violations, reputation damage and psychological trauma. The generation and dissemination 

of deepfake videos often objectify and commercialize the image of women, deepening the gender 

discrimination and objectification of women in society. In this context, women's digital identities are 

severely restricted by cultural and social norms, especially in some societies that are deeply 

influenced by traditional gender roles, such as South Korea. When women suffer digital violence 

caused by deepfake technology, they are more likely to be blamed and marginalized by society. In 

order to effectively deal with gendered digital crimes caused by deepfake technology, cooperation 

between the government and social organizations is essential. By legislating to prohibit the production 

and dissemination of deepfake content without consent and strengthening digital privacy protection, 

social organizations can help victims resume their lives by raising public awareness and providing 
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legal and psychological support. At the educational level, by deepening education on gender equality 

and digital privacy, it is possible to establish correct values and awareness of prevention for the 

younger generation, thereby reducing the harm caused by deepfake technology to women. 

However, this article also has limitations. This study focuses on the case of South Korea and may 

not fully reflect the impact of deepfake technology on women worldwide. Future research can expand 

the comparative study of the application and impact of deepfake technology in different countries and 

cultural backgrounds. 
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