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Abstract: This study examines the gender discrimination of Artificial Intelligence (AI) used 

in the legal system, focusing on risk assessment, facial recognition, and decision-making and 

decision-support tools. The study delves into the use of AI in the legal system, examining 

how its reliance on historical data, under/over-representation, and homogeneity of 

development teams perpetuate existing gender biases. The study then analyses the 

implications of the United Kingdom General Data Protection Regulation (UK GDPR) and the 

proposed Data Protection and Digital Information (DPPI) Bill in addressing gender biases in 

AI. Nevertheless, the study finds the need for a more robust and proactive legal framework 

that addresses the root causes of these biases in the design and implementation of AI systems. 

The paper concludes by proposing a framework to effectively address gender bias in AI 

systems used in the legal system. The framework outlines explicit obligations across 

policymakers, companies, and end users to ensure the development and deployment of bias-

free AI systems. Its role is to provide comprehensive guidelines and oversight mechanisms 

that promote proactive measures to prevent gender bias. The framework aims to create a more 

equitable legal environment for everyone. 

Keywords: Artificial Intelligence, Gender Discrimination, UK GDPR, Automated Decision-

Making, Policy Recommendations. 

1. Introduction 

Stereotypes often lead to discrimination in the judiciary, which continues to disadvantage women. 

Whether as victims, witnesses, or offenders, women’s experiences differ significantly from men’s [1]. 

An analysis of 67 million case law documents reveals significant gender bias within the judicial 

system [2]. With the increasing utilisation of AI in legal systems, will it perpetuate or eliminate gender 

discrimination? The world has witnessed both its opportunities and risks. AI has been valuable in 

improving productivity and access to justice, such as through ROSS Intelligence and the DoNotPay 

System. Legal professionals also believe that using automation in the early stages of court processes 

is fairer than human judgment, given that gender discrimination is a reality in every judiciary [3]. 

However, if left unaddressed, AI systems will perpetuate or deepen gender biases, acting as a proxy 

for human decisions [4]. 

AI bias stems from two main sources: the use of biased or incomplete datasets for training 

algorithms and the inherent design biases present within the algorithms themselves [5]. The United 

Nations Educational, Scientific and Cultural Organization (UNESCO) has identified that large 
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language models (LLMs), including Llama 2 and GPT-2, exhibit bias against women and girls, a 

concern intensified by their free and public accessibility [6]. Joy Buolamwini and Timnit Gebru 

categorised potential harms caused by algorithmic decision-making into three areas: “loss of 

opportunity,” “economic loss,” and “social stigmatization” [7]. In order to analyse gender 

discrimination in these domains, this article looks at the effects of automated decision-support and 

decision-making systems, risk assessment tools, and facial recognition technology. 

Next, using the case of the United Kingdom (UK), the paper examines current frameworks and 

regulations designed to address gender biases in AI systems. Specifically, the UK GDPR aims to 

protect individuals from potentially harmful legal decisions that are made solely by AI algorithms. 

Its shortcomings and suggested changes, however, highlight the need for clearer frameworks and 

preventive mechanisms to address gender discrimination in AI algorithms utilized by the judicial 

system. 

On the whole, this paper utilizes existing literature and case analysis to examine the intersection 

of AI technology and gender discrimination within the legal system. Then, it critically assesses the 

UK GDPR and identifies gaps in its effectiveness. By doing so, the study aims to provide valuable 

insights that stakeholders and policymakers may utilize to create and maintain more equitable AI 

algorithms for the legal system. 

2. Risk Assessment Tools  

Organizations use actuarial risk assessment tools to assist judges, prosecutors, and other legal 

professionals to predict the probability of certain outcomes in court. The risk assessment systems 

work by analyzing historical datasets and identifying patterns to generate an outcome. However, 

Katyal underscores the issues of underrepresentation and exclusion, in which certain groups are 

inadequately represented in certain datasets, leading to inaccurate results [8]. Moreover, risk 

assessment tools have been male-centric, largely because the majority of violent extremist offenders 

and terrorists in prison are men [9]. The overreliance on male-centric data leads to inaccurate 

assessment outcomes for women and other gender identities [9]. Specifically, people often overlook 

non-binary genders, thereby leading to misclassification.  

Moreover, socioeconomic factors, when combined with binary gender variables, also produce 

biased results. Gwen van Eijim criticises the use of socioeconomic factors in risk assessment tools 

because they perpetuate social inequality and sentencing disparities. For example, women of 

socioeconomically marginalised status may be subjected to longer custodial sentences and less 

favourable treatment in the justice system due to their assessed risk levels [10].  Likewise, Starr 

articulates the importance of risk assessment tools to focus on individual behaviour and criminal 

history rather than demographic features. When disproportionately focusing on demographic 

characteristics, risk assessment tools both fail to yield accurate outcomes for individuals and deepen 

inequalities and biases within the justice system [11].  

Indeed, the U.S. Supreme Court has consistently rejected the use of statistical generalizations about 

group tendencies, emphasizing individualism as essential to equal protection [12]. For example, in 

Craig v. Boren, the Court ruled against laws that treated individuals differently due to their gender, 

despite statistical evidence supporting these laws [13]. 

Given the intention to reject the use of protected variables to yield disparately different predictions, 

a possible alternative is to explicitly omit gender as a variable to achieve gender-neutral risk 

assessment tools. However, when gender is not considered a variable nor are gender-specific 

interpretations taken into account, the predictions become inaccurate. For example, women with a 

risk score of 6 were found to re-offend at the same rate as men with a risk score of 4 [14]. By enabling 

risk assessment tools to operate without gender as a variable, they would fail the “calibration within 

groups” standard and produce unfair predictions [15]. Likewise, a study by Skeem et al. omitted 
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gender as a factor in the Post Conviction Risk Assessment (PCRA), and they found that the PCRA 

ended up overestimating the risk of recidivism for women. Therefore, women would be unfairly 

penalised by risk assessment algorithms if gender was not included as a variable. Afterwards, the 

authors argue that gender-specific interpretations are necessary in order to produce predictions that 

are accurate for all [16]. Likewise, Kim’s finding on the topic of race-aware algorithms showed that 

the non-inclusion of race in the risk assessment tools does not ensure fairness, and that it even 

produces more subtle or exacerbated biases. Kim contends that risk assessment tools should be aware 

of protected characteristics but should not employ them as decisive factors for prediction outcomes 

[17]. 

However, gender-specific risk assessment tools are currently not prevalent: the Radicalization 

Awareness Network (RAN) claims that the majority of the risk assessment tools now available for 

violent extremist offenders (VEOs) are majorly designed to evaluate male experiences and behaviours, 

insufficiently including gender-specific interpretations and indicators. The RAN then emphasizes the 

importance of incorporating gender-specific factors into existing risk assessment tools in order to 

understand how identity factors interact and impact experiences. To achieve this goal, the RAN 

recommends using structured professional judgment (SPJ) for nuanced assessment and including 

intersectionality [18]. Research shows that a significant percentage of women who are incarcerated 

report having been victims of physical or sexual abuse before their incarceration [19]. Therefore, 

rather than letting male-centric risk assessment tools create a cycle of victimization and criminality, 

gender-specific experiences should be taken into account [19]. 

Furthermore, the majority of risk assessment tools only take binary gender identities into account, 

which results in insufficient legal protections for those who do not fit into binary gender 

classifications [20]. Additionally, this exclusion perpetuates gender stereotypes, which link particular 

characteristics, behaviours, or appearances to either the male or female category [20]. 

Thus, neither incorporating gender in a binary form as a risk factor nor omitting it completely is 

sufficient. On the one hand, risk assessment tools should not rely on a single demographic factor as 

validation to treat one group disparately differently from another. Furthermore, if current male-centric 

risk assessment tools are not updated, they will be biased against men due to the extensive data on 

male offenders, and they will also be inaccurate for women. Overall, risk assessment tools should 

adopt a comprehensive, intersectional framework to ensure accurate assessments for all gender 

identities. 

3. Facial recognition tools 

By analyzing facial features, facial recognition tools enable biometric identification and 

categorization [21]. Biometric identification requires a database of known faces to match against, 

allowing police and security agencies to identify suspects and assist in criminal investigations [21]. 

According to the Government Accountability Office (GAO), seven law enforcement agencies within 

the Departments of Justice (DOJ) and Homeland Security (DHS) have reported to be utilizing facial 

recognition technology to aid in criminal investigations [22]. Facial recognition technology functions 

through a systematic process that includes face detection, feature extraction, and pattern recognition, 

and it handles variations [23]. Specifically, the program trains an FRT system on a dataset of various 

faces as it develops. The algorithm learns to distinguish faces from other objects and identifies 

individual facial features to match new images [24]. This means that the accuracy of these algorithms 

is heavily dependent on the quality and representativeness of the training data [24]. 

Joy Buolamwini and Timnit Gebru conducted a study in 2018 that highlighted significant biases 

in facial recognition technology, revealing lower accuracy rates for women and individuals with 

darker skin tones. While International Business Machines (IBM), one of the creators of the facial 
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recognition system, later improved its system and retested it, the error rates still disproportionately 

affected darker-skinned females [25]. 

Misidentification caused by insufficiently diverse training datasets can result in false positives, 

where individuals are wrongly identified as suspects. These false positives can lead to discriminatory 

treatment and negative experiences [21]. For instance, Porcha Woodruff, a pregnant woman falsely 

accused of carjacking, was the first known female victim of this phenomenon. She was held for 11 

hours and experienced severe physical distress, including a panic attack, and was hospitalized for 

dehydration after the charges [26]. Unfortunately, this is not a unique case [27]. 

Furthermore, Schwemmer et al. propose that image recognition systems are an example of the 

"amplification process," in which they systematically perpetuate existing status inequalities and 

gender stereotypes, as they categorize men and women with labels that reflect differing statuses [28] 

[29]. 

Therefore, despite facial recognition technology's potential to enhance security and aid law 

enforcement, the biases and inaccuracies inherent in the technology disproportionately affect women 

by misidentifying them and reinforcing existing status inequalities. 

4. Automated decision-support and decision-making 

According to the United Kingdom’s Information Commissioner's Office (ICO), “Automated 

decision-making is the process of deciding through automated means without any human involvement” 

[30]. According to Richardson, automated decision systems refer to any systems, software, or 

processes that utilize computational methods to assist or substitute for governmental decisions, 

judgments, and policy execution, affecting opportunities, access, liberties, and/or safety. These 

systems may include functions such as predicting, classifying, optimizing, identifying, and/or 

recommending [31]. 

Nadeem et al. identify three primary sources of bias in AI-based decision-making systems: design 

and implementation, institutional, and societal [32]. Specifically, a major source of gender bias in AI 

systems is biassed training datasets, which either under-represent or over-represent certain groups 

[33]. Another mechanism of bias is the lack of gender diversity within AI development teams. This 

homogeneity fails to account for the experiences and needs of women, reinforcing existing biases in 

the design and implementation of AI algorithms [34]. Furthermore, the training of AI systems on 

historical data perpetuates biases due to societal stereotypes and gender roles, which associate certain 

professions with specific genders [35]. Mimi Onuoha introduced the concept of "algorithmic 

violence" to describe how automated decision-making systems and algorithms can cause harm by 

impeding people's access to fundamental needs [36]. Therefore, if unregulated, the use of automated 

decision support and decision-making will perpetuate gender biases in the legal system. 

For example, Amazon developed an unintentionally discriminatory AI recruiting tool in 2014. 

Since the algorithm was trained on historical hiring data that favoured male candidates, it served as a 

proxy for humans and discriminated against female applicants for technical roles, perpetuating the 

existing gender imbalances in the tech industry [37]. This perpetuation shows how algorithmic 

systems learn and reinforce discriminatory patterns from humans; if used on a wide scale, they would 

limit women’s job opportunities and financial independence. Similarly, Facebook job advertisements 

favoured male candidates for STEM jobs, credit loan algorithms demonstrated gender bias, and many 

more [38]. Brooks also highlights demographic biases in custody decision-making algorithms due to 

historical data, imposing standardized judgments on unique family disputes [39]. This generalization 

creates a feedback loop: as legal practitioners modify their strategies based on these trends, biases are 

further entrenched [5].  

The increasing integration of AI systems into decision-making processes in the legal system 

increases the risk of amplifying existing biases, potentially creating a cycle of discrimination [40]. At 
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the individual level, systematic gender bias leads to unfair treatment, which results in significant 

economic and social disadvantages for women. These impacts then extend to families to contribute 

to broader economic inequality, which hinders community development. The significant implications 

for this risk highlight the importance of addressing gender discrimination in automated decision-

making systems.  

5. Policy Analysis and Recommendations 

5.1. The UK General Data Protection Regulation (UK GDPR) 

Currently, the United Kingdom has several legal frameworks and legislation aimed at addressing 

gender discrimination in AI algorithms. The Equality Act 2010 prohibits discrimination based on 

protected characteristics, which applies to both human and automated decision-making systems, 

covering both direct and indirect discrimination [41]. The Human Rights Act 1998 also prohibits 

discrimination on any grounds [42]. However, both acts are foundational, meaning that they do not 

explicitly address AI gender discrimination nor lay out clear preventive measures.  

The UK General Data Protection Regulation (UK GDPR) is the data privacy and protection law 

adapted from the European Union General Data Protection Regulation (EU GDPR) after Brexit to 

suit the UK legal framework. Specifically, Article 22 of the UK GDPR offers safeguards aimed at 

protecting people from potentially harmful AI decisions that have a legal effect or similarly 

significant effect on them. Article 22 gives people "the right not to be subject to solely automated 

decisions, including profiling, which have a legal or similarly significant effect on them." Moreover, 

Article 22 of the UK GDPR grants individuals the right to contest decisions that have legal or 

similarly significant effects on them [43]. The article ensures that individuals understand and can 

interact with decisions that have significant impacts on them. Individuals may also request a human 

review of AI-driven decisions, which helps to mitigate systematic biases [44]. On the whole, article 

22 emphasises communication, accountability, and transparency [43].  

Nevertheless, the UK GDPR framework only acts as a reactive mechanism as it addresses biases 

after they arise rather than preventing them from occurring in the first place. Moreover, the UK GDPR 

lacks safeguarding explicitly aimed at protecting against gender discrimination in AI algorithms. This 

means that AI systems in the UK may continue to operate with gender biases without being 

thoroughly regulated, as long as these systems do not yield a legal or similarly significant impact on 

individuals. While these biases might not immediately impact legal or similarly significant decisions, 

they could still perpetuate gender inequality in a data-driven society. Using job ads as an example, 

Katyal shows how subtle these biases can be and how powerful these subconscious "nudges" can be, 

even if they do not immediately change behaviour [8]. This subtlety underscores the need for 

regulatory requirements that proactively address and mitigate the risk of gender bias in AI algorithms. 

5.2. The Data Protection and Digital Information Bill 

The Data Protection and Digital Information Bill (DPDI) is a legislative proposal that seeks to update 

the UK’s data protection framework. The general aim of the DPDI is to adjust the UK GDPR into a 

more business-friendly and deregulated framework, which may weaken some of the protections 

currently offered by the UK GDPR. Below are three main ways the DPDI Bill could influence the 

protection that individuals receive from UK GDPR. 

The first way in which the DPDI Bill could influence the protection that individuals receive from 

the UK GDPR pertains to the modification of data subject rights. The bill limits the rights of 

individuals concerning solely automated decision-making, particularly when sensitive data is 

involved [45].  In situations where the UK GDPR currently prohibits it, the bill also permits solely 

automated decision-making [46].  Moreover, the DPDI Bill proposes to eliminate the requirement for 
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a balancing test that weighs the interests of the data controller against the rights of the individual. 

This change could lead to increased data processing without fully considering the impacts on the data 

subjects, ultimately weakening their protection [47]. 

The second way in which the DPDI Bill may affect individual protections relates to the 

modification of transparency requirements in data processing. The DPDI Bill modifies the 

requirements for transparency in data processing, particularly concerning Research, Archiving, and 

Statistical (RAS) purposes [45]. The bill establishes exemptions from proactive transparency 

requirements as it states “the new derogation when further processing data for research, archiving, 

and/or statistical purposes" can be applied in situations when "compliance would either be impossible 

or would involve a disproportionate effort." This implies that if providing the standard transparency 

information would be too burdensome for an organization, they might not be required to [45]. 

Additionally, the bill substitutes the standard of "vexatious" requests with the idea of "manifestly 

unfounded" requests. Organizations now have greater discretion to reject requests that they deem 

excessively burdensome due to this replacement [45]. Furthermore, the bill narrows the scope of Data 

Protection Impact Assessments (DPIAs) to require risk documentation just for high-risk processing 

[45]. 

The final way that the DPDI Bill might affect individual protection is by changing the integrity 

obligations that organizations must fulfill. For instance, the DPDI Bill removes the requirement that 

businesses designate a "senior responsible individual" for high-risk processing activities with the 

requirement that they designate a statutory Data Protection Officer (DPO) [45]. 

Additionally, the bill might affect the ICO's independence. This could potentially lead to less 

effective oversight and enforcement of data protection rights [47].  

In general, the DPDI Bill aims to simplify compliance requirements to create flexibility for 

businesses, particularly medium-sized enterprises (SMEs). Although the government ultimately 

decided not to proceed with the bill, it signals a future direction in which the UK government attempts 

to balance innovation with the rights of data subjects. 

However, as this trend continues, the crucial step of addressing the root causes of AI gender 

discrimination remains absent. The future direction of UK legislation should not only create a robust 

framework to protect against AI bias. Legislation should also develop preventive measures to stop AI 

biases from arising in the first place. To combat algorithmic bias, this paper recommends the 

establishment of a robust legal framework that clearly outlines the obligations of policymakers, 

companies, and users in the design and implementation of bias-free AI systems[48]. 

5.3. Recommendations 

Due to the opacity of AI systems and trade secrets, AI can diminish one’s sense of responsibility, 

deferring everything to the technology. For example, the Estonian initiative that uses AI judges is 

unclear as to who is responsible for correcting certain errors, whether it is the AI system’s developers 

or the judicial system itself [49]. 

While the existing legal framework in the United Kingdom lays out a foundation to protect against 

AI discrimination, it lacks both preventive and reactive mechanisms included in a thorough and 

explicit framework. To effectively address gender bias in AI systems used in the legal system, the 

assignment of explicit obligations across different stakeholders is necessary. This proposal is 

consistent with the European Commission, which aims to introduce a legal framework for AI aimed 

at defining the responsibilities of users and providers [50]. This framework should ensure that AI 

systems are developed, deployed, utilized, and feedbacked to prevent bias, promote transparency, and 

uphold accountability. Below are the proposed obligations for three different stakeholders: 

policymakers, companies, and users: 
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5.3.1. Policymakers 

Firstly, policymakers need to create specific, bias-aware frameworks for corporations developing AI 

algorithms used in the judicial system. For example, the UNODC Global Judicial Integrity Network 

has created award-winning initiatives aimed at eliminating gender bias in AI systems used in legal 

settings [51]. In order to identify any gender biases in court decisions, policymakers must also fund 

the creation of an algorithm that makes use of natural language processing (NLP) techniques [48]. 

These solutions are both feasible, as researchers and organizations have previously developed them. 

The tools just need to be enhanced and deployed on a wide scale.  

Second, legislators must guarantee that judges and other legal professionals are aware of the 

potential for AI bias and possess a necessary degree of AI literacy. This includes setting up 

educational programs to train legal professionals in comprehending the interpretations of AI-driven 

judgments and to be aware of their shortcomings due to the reliance on historical data, forming AI-

independent decisions when necessary.  

Thirdly, policymakers should implement regulations that explicitly address the domain of gender 

bias in AI algorithms, as it is currently lacking in all UK frameworks. A UNESCO publication, for 

example, offers a range of methods for incorporating gender equality into AI principles [52].  

Lastly, policymakers should set up independent bias oversight committees responsible for 

reviewing and addressing biases that stem from AI algorithms used in the judicial system. When end 

users report bias to these committees, they should review and rectify the cases, and then follow up 

with the companies that developed the algorithms and impose reasonable penalties as necessary. 

5.3.2. Companies 

Firstly, companies must comply with government frameworks and regulations to ensure all AI 

algorithms follow uniform standards and are bias-free and that they are incentivized to make sure 

they are bias-free.  

Besides, companies should be required to conduct bias impact assessments on their AI systems. 

These assessments identify and address potential biases in the AI systems before they are officially 

deployed in the judicial system, which prevents any biases from outpouring in the first place. The 

development process should integrate tools like those developed by Pinton, Sexton, Tozzi, Sevim, 

and Baker Gillis, which focus on detecting gender biases in legal contexts [48].  

Thirdly, companies should adopt various other bias mitigation strategies, such as boxing methods 

proposed by O’Connor and Liu, which aim to identify and mitigate biases before the full deployment 

of AI systems [25]. Another effective bias prevention strategy is blind testing, which evaluates AI 

algorithms across different protected groups to locate biases. If used prior to system deployment, 

these methodologies would ensure that AI systems are developed with minimal bias.  

Fourthly, companies need to set up intermediary explanation pathways that provide clarity 

regarding AI decisions. This openness makes it possible for litigants and judges to comprehend the 

reasoning behind AI-driven decisions, allowing them to interact with and respond to them 

meaningfully.  

Fifthly, if biases are found and shown to be caused by an AI system, companies should be held 

accountable for damages and penalties. This obligation incentivizes businesses to give equity top 

priority when developing AI systems.  

5.3.3. End users 

End users include litigants and legal professionals who have a responsibility to use AI algorithms to 

create an impartial judicial environment. Firstly, users need to be made aware of the potential biases 

that AI algorithms can create and therefore build independence from solely automated decisions. This 
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education should include training on how to suspect potential biases and the importance of reporting 

them. Users need to be incentivized to report and notify bias oversight committees of any biases they 

identify.  

Furthermore, people must be able to fully demand that AI systems be transparent. This includes 

the freedom to challenge results that seem biased and the right to comprehend the reasoning behind 

AI decisions. Under the UK GDPR, individuals already have the right to contest solely automated 

decisions that have a legal or similarly significant effect on them. This right should be expanded to 

allow users to challenge AI-driven judicial decisions when they suspect any gender bias. 

6. Conclusions 

On the one hand, AI has the potential to transform the judicial system and society by improving access 

to justice, efficiency, and consistency. On the other hand, current AI systems have also perpetuated 

many societal biases. Nevertheless, it is important to acknowledge that AI systems inherently serve 

as a proxy for human decisions, trying to predict human intent. Gender discrimination would still 

perpetuate in a world without AI: it is the implementation of AI algorithms in the legal system that 

has also brought biases to the forefront of human awareness. If AI algorithms deployed in the legal 

system can be designed and implemented with minimal bias, this awareness could lead to a 

revolutionary transformation in our society, where justice is free from discrimination. Current UK 

frameworks, such as the UK GDPR, act as firm reactive measures when individuals are at potential 

threat under biased automated decisions. However, designing and implementing AI systems with 

gender equity in mind requires proactive approaches to prevent bias from the outset. Current UK legal 

frameworks fall short of explicitly addressing gender discrimination in AI applications as well as 

assigning clear obligations across different stakeholders, which is what this research proposes.  

This research is not without its limitations. The focus on frameworks in the UK may not 

comprehensively reflect regulations and legislations across the globe. Additionally, due to the 

limitations of up-to-date resources, the research lacks sufficient empirical data and case studies in the 

judiciary that could illustrate how AI’s gender bias impacts the lives of specific individuals, 

communities, and societies. The proposed framework for addressing gender bias in AI may also not 

provide detailed implementation strategies or consider the practical challenges of enforcing such 

measures within specific legal systems. Future research should incorporate specific case studies 

assessing the impact of gender bias in AI through qualitative or quantitative research. Future studies 

can also focus on the effectiveness of existing legal frameworks in addressing gender bias in AI and 

carry out experiments to test the effectiveness and feasibility of proposed frameworks. By addressing 

these gaps, we can work toward a future where AI serves as a tool for justice free from bias.  
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