
Verification of Taylor’s theorem 

Qiyu Li 

Shanghai University, Shanghai, 200063, China 

 

18321853979@163.com 

Abstract. Multivariate function calculus is an important part of mathematical analysis courses, 

and most conclusions can be found and generalized in univariate calculus. However, the biggest 

difficulty in teaching multivariate calculus lies in its abstraction, such as Taylor’s theorem, 

multiple integral regions drawing, and integral variable transformation. At the same time, 

ordinary differential equations are also one of the basic courses of the profession, and dynamic 

systems based on ordinary differential equations have extensive applications in mathematical 

models of continuity problems and optimal control problems. Software such as Mathematica, 

Python, Matlab, etc. can solve similar problems. Therefore, this article will use the visualization 

and computational capabilities of Mathematica to validate important definitions and conclusions 

in multivariate calculus, and compare the differences among the three software in solving 

approximate numerical solutions of dynamic systems of ordinary differential equations from 

different perspectives. 

Keywords: Taylor’s theorem for multivariate functions, integral transformations, ordinary 

differential equations, dynamic systems 

1.  Introduction 

In differential calculus of one variable, we obtainedf(x) = ∑
f
(n)(x0)

n!
(x − x0)n + R(n)(x)n

i=0 .By drawing 

a function image, it is not difficult for us to verifysinx = x + o(x2)(x → 0).Draw C1: y=x C2: y=sinx 

in the same Cartesian coordinate system, observe the neighborhood U (0, δ). When δ is not too large, 

the two function images basically overlap);Similarly, it can be verified that: sinx = x +
1

3!
x3 +

o(x4)(x → 0)On this basis, it is extended to sinx = ∑ (−1)k x2k+1

(2k+1)!
+ o(x2n+2)n

i=0 However, the image 

verification of the binary Taylor theorem requires high spatial imagination, requiring the imagination of 

the three-dimensional form of the binary function image. Therefore, Mathematica’s 3D drawing function 

can leverage its advantages. We first present Taylor’s theorem for binary functions (Theorem 1.1) and 

use two common examples to gradually verify it. 

2.  Verification of Taylor’s theorem 

In Variable transformation of multiple integrals, the computational complexity of double integrals is 

often much greater than that of single definite integrals, but the transformation of integral variables can 

sometimes significantly reduce the computational complexity. [1] The common transformation methods 

in mathematical analysis include polar coordinate transformation, cylindrical coordinate transformation, 
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and spherical coordinate transformation. Focusing on two types of transformations: A. polar coordinate 

transformations for double integrals and B. (generalized) spherical coordinate transformations for triple 

integrals. Based on Mathematica’s strong drawing function, the integration area before and after 

coordinate transformation can be easily visualized when calculating double integrals using polar 

coordinates [2] (When the integration region is a circular domain or part of a circular domain, or the 

form of the integrated function is f(x^2+y^2), polar coordinate transformation is used). 

For example, we first provide Theorem 4.1 on the polar coordinate transformation of double integrals: 

Theorem 4.1 (Integral Formula for Polar Coordinate Transformation) Let the bivariate function f be 

integrable on a bounded closed domain D, and under polar coordinate transformation, on the xy plane, 

bounded closed regions D corresponds to ∆ on plane. 

At the same time, double integrals can be transformed into cumulative integrals in polar coordinates 

[3]. A typical instance of this phenomenon is Polar Transformation Model - Vivianni, finding the volume 

of a sphere x^2+y^2+z^2≤R^2 cut by a cylindrical surface x^2+y^2=Rx. Several steps can be taken. 

Step 1 is overall drawing by using the command of ParametricPlot 3D. While the second step is partial 

drawing. The third step is more complicated [4]. From the symmetry of the obtained solid, we can know 

that simply calculate the volume in the first octant and multiply by 4 to obtain the volume of the obtained 

solid [5]. The solid in the first octant is a curved top cylinder, with its base being the area determined by 

y≥0 and x^2+y^2≤Rx in the xy plane. From the symmetry of the obtained solid, we can know that simply 

calculating the volume in the first octant and multiply by 4 to obtain the volume of the obtained solid is 

very feasible [6]. The solid in the first octant is a curved top cylinder, with its base being the area 

determined by y≥0 and x^2+y^2≤Rx in the xy plane. Therefore, the equation for the curved top is 

practical [7]. Among them, D={(x,y)}|y≥0,x^2+y^2≤Rx}, the integration region is shown in the 

following figure. The forth, saying, the last step, is that after using polar coordinate transformation, we 

can obtain The Theorem of Target Verified with Mathematica. 

In this summer semester, the ninth group of students in the course was conducted for freshmen to 

sophomores [8]. The heated discussions and active cooperation in quality development education played 

a significant role in helping us develop our personal abilities both physically and mentally [9]. In the 

quality expansion education held by the school, students actively participate and listen attentively, which 

not only broadens their horizons but also enhances their abilities, laying a good foundation for future 

development [10]. 

In the process of practical quality development education, the five classes per week are very fulfilling 

and full of resources. Through free group discussions, we have honed the teamwork ability of college 

students. At the same time, our ninth group also named the team and designed a logo and slogan with a 

unique meaning of slowly advancing, surpassing oneself, and contributing to the development of the 

world. We also presented it on stage and designed a preliminary questionnaire to investigate the 

cognitive situation of college students in society towards quality expansion education, In this process, I 

also developed my psychological qualities of not being afraid of others and my ability to communicate 

with others; After a brilliant and humorous group presentation, college students walked into Shanghai’s 

through a video. All kinds of vocal and emotional performances also deeply touched the hearts exercised 

the students’ ability to practice and innovate, and stimulated the development of culture, art, and body 

and mind; Continuing the richness and excitement of the next lesson with a strong sense. I experienced 

the profound connotations past and present. Through watching videos and listening to the teacher’s vivid 

explanations [11]. 

In terms of suggestions, college students in today’s era are gradually lost in the turmoil of society, 

becoming insignificant waves in the “post wave” and unable to find specific future development 

directions. At this time, the quality expansion education for college students is particularly important. 

Through various forms of education, college students’ abilities in social practice and volunteer service, 

academic technology, innovation and entrepreneurship, club activities, and social work can be exercised 

[12], enabling them to better understand themselves and the world in the times, find specific career 

development directions, and more efficiently assist in the development of society. With the continuous 

improvement of psychological, moral, ideological, political, physical [13], and labor qualities in the 
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process of quality expansion education, college students can also establish a sense of justice and 

responsibility in this rapidly developing era, enhance their ability to withstand setbacks and overcome 

difficulties, and face everything unknown and beautiful in the future [14]. 

Namely, theorem 4.2 (Integral Formula for Spherical Coordinate Transformation). When the function 

satisfies the generalization of Theorem 4.1, then there is the calculation I =∫∫∫zdxdydz, where V is the 

area intersected by x^2/4 +y^2/9 +z^2/1 ≤ 1and z ≥ 0. 

Similar to the previous instance, Step 1 is to draw the integration region before spherical coordinate 

transformation. Then step 2 is to combine the examples. According to Theorem 4.2 [15], we can perform 

a generalized spherical coordinate transformation and draw the integration region after the spherical 

coordinate transformation. Though seemingly a little bit complicated, step 3 is using Mathematica to 

solve the cumulative integration above. In specific, for ease of verification and drawing, we take a=2, 

b=3, c=1, then draw the integration area before the spherical coordinate transformation, as shown in the 

following figure presented on the known web [16]. According to Theorem 4.2, perform a generalized 

spherical coordinate transformation and draw the integration region after the spherical coordinate 

transformation, as shown in the following figure equation. I =∫∫∫zdxdydz, where V is the area intersected 

byx^2/4 +y^2/9 +z^2/1 ≤ 1and z ≥ 0. By the way, we can use Mathematica to solve the cumulative 

integration above. 

Calculus with variable functions is an important part of mathematical analysis courses, and most 

conclusions can be found and generalized in univariate calculus. However, the biggest difficulty in 

teaching multivariate calculus lies in its abstraction, such as Taylor’s theorem, multiple integral product 

partition city drawing, integral variable transformation, etc. [17]. 

However, just to mention, Mathematica is not suitable for juice calculation, including multiple things 

like a square or square containing initial conditions or other constraints [18]. The calculations suitable 

for Mathematica include groups like conventional equations and systems referring to those without 

initial conditions. It is not possible to manually convert into n-fold integrals with repeated integrals, or 

other constraints [19]. Based on practical mathematical problems with things like optimal control 

problems, topics of two one parameter integrals, uses are converted into three after repeated integrals, 

double integral [20]. Using the code provided to solve the newly released MMA. The three Basic 

Algebraic Calculation with Parameters which is suitable for utilizing its own internal functions is useful, 

too. There is also conventional use of intelligent graphics, text boxes, shapes, and arrangement 

applications.  

Now, let’s dig deep into the topics. 

Theorem 1.1 (Taylor’s Theorem) 

If the function f is at point P0(x0, y
0
) If there is a continuous partial derivative of order n+1 on a 

neighborhood U(P0)  of (x0 + h, y
0

+ h) , then for any point on U(P0)(x0 + h, y
0

+ h) , there is a 

correspondingθ ∈(0,1),such thatf(x0 + h, y
0

+ h) = ∑ Cn
in

i=0
∂n

∂xi ∂yn−i
f(x0, y

0
)h

i
k

n−i
 

Example 1.1: 

Verify that the Maclaurin series of the binary function f(x0, y
0
) = ln(1 + x + y) is 

∑ (−1)p−1 (x+y)p

p

∞
i=0 . By drawing an image with f (x, y)=ln (1+x+y), where x, y ∈ (0,5); And according 

to Taylor’s theorem (Theorem 1.1). Compare the image with f (x, y)=ln (1+x+y) and draw f (x, y)=x+y 

in a three-dimensional space.  

Show1=Plot3D[Log[1+x+y],{x,0,5},{y,0,5}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x+y,{x,0,5},{y,0,5}]; 

Show [show1, show2] 

We can easily find the binary function at the origin, the image of f (x, y)=ln (1+x+y) and f (x, y)=x+y 

almost coincident, which validates Taylor’s theorem ln (1+x+y)=x+y+o, where o is an infinitesimal 

quantity. According to Theorem 1.1, our conjecture the image of f(x, y) = x + y −
(x+y)2

2
 at the origin 

of the original function should be closer to that of the function f (x, y)=x+y, which satisfies ln(1 + x +
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y) = x + y −
(x+y)2

2
+ o ,Where o is an infinitesimal quantity. Therefore, we will draw the image of f (x, 

y)=ln (1+x+y) and f(x, y) = x + y −
(x+y)2

2
 in a three-dimensional space. 

Show1=Plot3D[Log[1+x+y],{x,0,5},{y,0,5}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)2

2
,{x,0,5},{y,0,5}]; 

Show [show1, show2] 

From Figure 3, it can be observed that in the rectangular region of (0,1] × (0,1], the images of the 

two functions almost coincide, and at this point they still follow the trend described in Theorem 1.1, i.e 

ln(1 + x + y) = x + y −
(x+y)2

2
+ o, where o is an infinitesimal quantity. We continue to combine the 

image of f (x, y)=ln (1+x+y) with Theorem 1.1. f(x, y) = x + y −
(x+y)2

2
+

(x+y)3

3
 . Draw in a three-

dimensional space and observe the difference between the two functions near the origin. Ideally, the 

situation should be closer to Figure 3 and the fitting range should be larger than Figure 3 [21]. 

Show1=Plot3D[Log[1+x+y],{x,0,5},{y,0,5}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)2

2
+

(x+y)3

3
,{x,0,5},{y,0,5}]; 

Show [show1, show2] 

From Figure 4, we can see that in the rectangular region of (0,2] × (0,2]  the images of the two 

functions almost overlap, which is consistent with our conjecture made before the fourth step of the 

experiment, and also means that theorem 1.1 is still met. At this point, we can obtain ln(1 + x + y) =

x + y −
(x+y)2

2
+

(x+y)3

3
+ o . Due to the impossibility of infinite validation and the fact that the two 

function images almost completely coincide at the origin, we conducted our final experiment on this 

issue [22]. On the basis of step four, continuously increase the expansion by two orders to verify the 

correctness of Theorem 1.1. In this step, we will draw the image of f (x, y)=ln (1+x+y) andf(x, y) = x +

y −
(x+y)2

2
+

(x+y)3

3
−

(x+y)4

4
+

(x+y)5

5
in a three-dimensional space. 

Show1=Plot3D[Log[1+x+y],{x,0,5},{y,0,5}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)2

2
+

(x+y)3

3
−

(x+y)4

4
+

(x+y)5

5
,{x,0,5},{y,0,5}]; 

Show [show1, show2] 

Example 1.2: 

Verify that the Maclaurin series of the binary function 𝑓(𝑥, 𝑦) = 𝑠𝑖𝑛(𝑥 + 𝑦) is ∑
(−1)𝑛

(2𝑛+1)!
(𝑥 +∞

𝑛=0

𝑦)2𝑛+1. Draw an image with f (x, y)=sin (x+y), where x, y ∈ (− 2 π, 2 π) 

Plot3D[Sin[x+y],{x,-2π,2π},{y,-2π,2π}] 

According to Taylor’s theorem (Theorem 1.1), draw an image of f (x, y)=sin (x+y) and an image of 

f (x, y)=x+y in a three-dimensional space 

Show1=Plot3D[Sin[x+y],{x,-2π,2π},{y,-2π,2π}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y,{x,-2π,2π},{y,-2π,2π}]; 

Show[show1,show2] 

We can easily find the binary function at the origin, the image of f (x, y)=sin (x+y) almost coincides 

with f (x, y)=x+y, which verifies Taylor’s theorem Sin (x+y)=x+y+o, where o is an infinitesimal quantity. 

According to Theorem 1.1, our conjecture F (x, y)=x+y − (x+y)/3^ The image at the origin of the original 

function should be closer to the function f (x, y)=x+y, which satisfies Sin (x+y)=x+y+o, where o is an 

infinitesimal quantity. Therefore, we compare the image of f (x, y)=sin (x+y) with f(x, y) = x + y −
(x+y)3

3!
 The image of 3 is drawn in a three-dimensional space. 

Show1=Plot3D[Sin[x+y],{x,-2π,2π},{y,-2π,2π}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)3

Factorial[3]
 ,{x,-2π,2π},{y,-2π,2π}]; 

Show[show1,show2] 
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From Figure 8, it can be observed that in the rectangular area near the origin, the images of the two 

functions almost overlap, and at this point, they still follow the trend described in Theorem 1.1, which 

satisfies sin(x + y) = x + y −
(x+y)3

3!
+ o  Where o is an infinitesimal quantity. We continue to apply 

Theorem 1.1 to the image with f (x, y)=sin (x+y) and f(x, y) = x + y −
(x+y)3

3!
+

(x+y)5

5!
 The image of 5 

is drawn in a three-dimensional space, and when observing the difference between two functions near 

the origin, the ideal situation should be closer to the situation in Figure 8, and the fitting area should be 

larger than that in Figure 3. 

Show1=Plot3D[Sin[x+y],{x,-2π,2π},{y,-2π,2π}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)3

Factorial[3]
+

(x+y)5

Factorial[5]
 ,{x,-2π,2π},{y,-2π,2π}]; 

Show[show1,show2] 

The image of f (x, y)=sin (x+y) and f(x, y) = x + y −
(x+y)3

3!
+

(x+y)5

5!
 Through Figure 9, we can see 

that in the rectangular area near the origin, the two function images almost overlap, which is consistent 

with our conjecture made before the fourth step of the experiment, and also means that theorem 1.1 is 

still met. At this point, we can obtain sin(x + y) = x + y −
(x+y)3

3!
+

(x+y)5

5!
+ o. The two function images 

have almost completely overlapped at the origin, so we will conduct our final experiment on this 

problem. On the basis of step four, continuously increase the expansion by two orders to verify the 

correctness of Theorem 1.1. In this step, we will combine f (x, y)=sin (x+y) with f(x, y) = x + y −
(x+y)3

3!
+

(x+y)5

5!
−

(x+y)7

7!
+

(x+y)9

9!
 The image of 9 is drawn in a three-dimensional space.sin(x + y) = x +

y −
(x+y)3

3!
+

(x+y)5

5!
+ o 

Show1=Plot3D[Sin[x+y],{x,-2π,2π},{y,-2π,2π}, PlotStyle→RGBColor[0.1,0.8,0.2]]; 

Show2=Plot3D[x + y −
(x+y)3

Factorial[3]
+

(x+y)5

Factorial[5]
−

(x+y)7

Factorial[7]
+

(x+y)9

Factorial[9]
 ,{x,-2π,2π},{y,-2π,2π}]; 

Show [show1, show2] 

At the same time, ordinary differential equations are also one of the basic courses of the profession, 

and dynamic systems based on ordinary differential equations have extensive applications in 

mathematical models of continuity problems and optimal control problems. Software such as 

Mathematica, Python, Matlab, etc can solve similar problems. Therefore, this group will use the 

visualization and computational capabilities of Mathematica to validate important definitions and 

conclusions in multivariate calculus, and compare the differences among the three software in solving 

approximate numerical solutions of dynamic systems of ordinary differential equations from different 

perspectives such as Multivariate Functions, Taylor Theorem, Integral Transformation, Ordinary 

Differential Equations and Dynamic Systems [24]. This small but fine section will focus on the sufficient 

and necessary conditions for the unconditional extreme determination of binary Western numbers. In 

the classroom of mathematical analysis and other program concerning mathematical analysis and the 

practical use of it, more emphasis is placed on theoretical derivation, which is derived from the Taylor 

formula of multivariate functions and has a certain degree of abstraction. However, Mathematica can 

visualize the images of binary functions in three-dimensional space, thus visually verifying whether the 

necessary and sufficient conditions for extreme values are valid, and enhancing students’ ability to 

calculate unconditional extreme values. In places like verification of the Independence of Green’s 

Formula and Integration Path, the section validates an important formula that can transform domain 

integrals into integrals on domain boundaries - the Green formula, and builds a bridge between double 

integrals and second type curve integrals [25]. At the same time, four equivalent propositions that are 

independent of the integration path for curve integrals were verified, so this section serves as an 

important chapter for transitioning to multiple integrals like the dynamic system of ordinary differential 

equations in solving continuity problems. Widely used, this section will use Mathematica, MATLAB, 

and Python to complete two experimental tasks: the first one is solving an approximate numerical 
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solution and image of a dynamic system with practical significance. The second one is basing on the 

dynamic system, to solve an optimization model with practical significance. In the first four parts, 

Mathematica exploited its powerful potential. In this section, we will compare the differences between 

three languages in solving the same problem by solving the two experimental tasks mentioned above, 

and discover the weaker side of Mathematica [26]. Like Advantages and disadvantages, 2D and 3D 

image rendering complex analytical calculations, it is necessary to use the function limit value of 

Taylor’s formula with simple symbol calculation and numerical calculation of complex systems. (A 

system of ordinary differential equations with a large number of equations is inferior to MATLAB). 

Numerical calculation can also be used. (A single ordinary differential equation is better than MATLAB). 

The solution format for partial differential equations is more convenient. 

3.  Conclusion 

It is evident that the green and orange surfaces intersect near the origin and almost completely coincide, 

which fully conforms to the equation given in Theorem 1.1. Based on the above analysis, we can 

conclude that: The Maclaurin series of a binary function f(x,y)=ln(1+x+y) is ∑ (−1)𝑝−1 (𝑥+𝑦)𝑝

𝑝
∞
𝑖=0  

Meanwhile, Example 1.1 indirectly verifies Theorem 1.1.Observing Figure 10, we found that the 

conclusion is very obvious that the surface has undergone large areas of almost complete overlap, which 

fully conforms to the equation given in Theorem 1.1. Based on the above analysis, we can conclude that: 

The binary function f (x, y)=sin (x+y) Maclaurin series is ∑
(−1)𝑛

(2𝑛+1)!
(𝑥 + 𝑦)2𝑛+1∞

𝑛=0 , and Example 1.2 

indirectly verifies Theorem 1.1. 
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