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Abstract. As a global chronic disease, diabetes has a serious impact on human health and 
imposes a significant economic burden. Facing this challenge, researchers are actively 

developing and optimizing predictive models to improve early diagnosis and management of 

diabetes. This paper analyzed the influence of independent variables on the risk of diabetes by 

logistic regression from 8 aspects including body mass index (BMI), glycosylated hemoglobin 

(HbA1c) and heart disease. The logistic regression model, an effective binary classification 

method, optimizes parameters using maximum likelihood estimation to predict diabetes 

probability. The model will be evaluated by ROC curve, cross-validation, standardized residual 

analysis and confusion matrix to comprehensively test its predictive power, stability and 

classification performance. The results showed that hemoglobin A1c level (HbA1c.level) had 

the most significant effect on diabetes risk. Other relevant variables, including blood glucose 

level and body mass index (BMI), demonstrated significant positive correlations, particularly 

with hypertension and heart disease. The findings will enhance early diabetes identification and 
provide data to support the development of targeted prevention and intervention measures to 

reduce the burden of diabetes on individuals and society. 
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1.  Introduction 

Diabetes, as an incurable chronic endocrine disease, seriously affects the health of a large number of 

people around the world [1]. According to the International Diabetes Federation (IDF) Diabetes Atlas 
(2021), 10.5% of the adult population (ages 20-79) have diabetes, and nearly half do not know they have 

it. IDF forecasts show that the total number of people with diabetes is expected to rise to 643 million by 

2030. By 2045, 1 in 8 adults (about 783 million) will have diabetes, representing an increase of 46% [2]. 

In order to effectively predict and manage diabetes, many researchers and experts are working to 
develop and optimize various predictive models and treatment strategies [3]. Zhang et al. used K-nearest 

neighbor (KNN), support vector machine, logistic regression, and other single algorithms, as well as 

complex analysis models such as random forest and voting methods to predict diabetes data [4]. Wen et 
al. established the prediction equation through multi-factor Logistic regression analysis, drew the ROC 

curve, and evaluated the clinical effectiveness of the prediction equation for diabetic kidney disease by 

external diagnostic verification [5]. Liu et al. evaluated the effectiveness of various ensemble learning 
algorithms and decision trees (DT) for developing a risk assessment model for type 2 diabetes in 
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individuals aged 45 and older in China. Their findings offer a theoretical foundation for using ensemble 

learning techniques in the prevention and management of diabetes among this age group [6]. 

Diabetes impacts both the physical well-being of individuals and imposes significant economic costs 

on their families and society. As a common chronic disease, diabetes often leads to multiple serious 
complications [7]. Diabetic retinopathy (DR) consists of a series of fundus lesions resulting from retinal 

microangiopathy and nerve damage caused by diabetes mellitus (DM). It is the most common ocular 

complication in DM patients and also one of the fundus diseases with a high rate of blindness [8]. In 
addition, diabetes can involve the heart and cause changes in the structure and function of cardiac 

microvessels and myocardium, which affects the normal physiological function of the heart and can 

ultimately cause sudden cardiac death in patients [9]. Among them, aortic calcification will increase the 

risk of cardiovascular disease in diabetic patients, and aortic calcification is one of the common 
complications of diabetes, which is also an important reason for the increased mortality of diabetic 

patients [10]. In the face of this global health challenge, accurate diabetes prediction has become a 

crucial focus of current research. By leveraging big data analytics and machine learning algorithms, 
researchers hope to be able to identify at-risk populations ahead of time and take effective prevention 

and intervention measures to reduce the onset and progression of diabetes [11, 12]. Developing and 

promoting public health policies is also vital, including health education, healthy lifestyle promotion, 
and efficient use of medical   resources [13]. 

In conclusion, diabetes is a major global health and economic challenge [14, 15]. Addressing it 

effectively requires scientific research, interdisciplinary cooperation, and collective societal effort to 

improve health outcomes and quality of life for patients. 

2.  Methodology 

2.1.  Data source 

The data set used in this article is sourced from the Kaggle website (Diabetes Prediction Dataset). 
Formed from electronic health records (EHRs) provided by multiple healthcare providers, the data set 

contained a total of 100,001 data entries. After removing incomplete records, 48,451 samples were 

selected. The original data set is kept in CSV format.  

2.2.  Variable selection  
The diabetes prediction dataset comprises patients' medical and demographic information, including 

their diabetes status (positive or negative). It features variables such as age, sex, body mass index (BMI), 

blood pressure, heart disease, smoking history, glycosylated hemoglobin, and blood sugar levels. Table 
1 offers a comprehensive overview of this dataset. 

Table 1. List of Variables 

Variable Logogram Meaning 

Gender 𝑋1 The biological sex of the individual. Female(1), male(2) 

Age 𝑋2 The biological age of the individual 

Hypertension 𝑋3 
A disease in which the arterial blood pressure continues to rise. 
Not sick (0), sick (1) 

Heart disease 𝑋4 Not sick (0), sick (1) 

Smoking history 𝑋5 Ever(1), former(2), never(3) 

BMI 𝑋6 A measure of body fat based on weight and height. 

HbA1c level 𝑋7 Indicates average blood sugar levels over the past 2-3 months.  

Blood glucose level 𝑋8 Indicates the glucose amount in the blood at a specific time. 

Diabetes 𝑌 Not sick (0), sick (1) 
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2.3.  Variable selection  

Machine learning classification algorithms are widely used in diabetes risk prediction [16]. A logistic 

regression model was employed to assess how independent variables affect the likelihood of diabetes. 

A logistic regression model predicts diabetes risk by mapping a linear combination of variables to a 
probability between 0 and 1. The basic principle of the model is to optimize parameters using maximum 

likelihood estimation to maximize the likelihood function between predicted probabilities and actual 

observed results. The basic construction of the model includes the linear combination, the logistic 
function (Sigmoid function), and the log-likelihood function. The logistic regression model first 

calculates the linear combination of the independent variables: 

 

𝑧 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛                                                   (1) 
 

In the formula above: 𝑧 is the result of a linear combination, 𝛽0 is the intercept, 𝛽1, 𝛽2 … 𝛽𝑛 is the 

regression coefficient, and 𝑥1, 𝑥2 … 𝑥𝑛 is the independent variable. The linear combination 𝑧 is mapped 
to a probability value between 0 and 1 using the logical function (Sigmoid function): 

 

�̂� =
1

1+𝑒−𝑧                                                                      (2) 

 

In the formula above: �̂� is the predicted probability of the event occurring, and 𝑒 is the base of the 

natural logarithm. During training, logistic regression estimates the model parameters by maximizing 

the log-likelihood function: 

 

      𝐿𝑜𝑔 − 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = ∑ [𝑦𝑖𝑙𝑜𝑔(�̂�𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − �̂�𝑖)]𝑚
𝑖=1                             (3) 

 

In the formula above: 𝑚 represents the number of samples, 𝑦𝑖 represents the actual class of the i-th 

observation (0 or 1), and �̂�𝑖 represents the predicted probability of the i-th observation. 

Using the above formula, the logistic regression model can effectively address classification 
problems and optimize model parameters by maximizing the log-likelihood function, thus achieving 

accurate predictions of event probabilities [17]. After establishing the model, its predictive ability, 

stability, and classification performance are comprehensively evaluated using the ROC curve, cross-
validation, standardized residual analysis, and confusion matrix. 

3.  Results and discussion 

3.1.  Data feature analysis 

Feature selection analysis can reveal the correlation and interaction between features. Studying the 
selected feature set helps infer relationships and interactions, providing insights into the data's structure 

and patterns. This analysis provides insights into feature importance, helping to optimize models, 

enhance feature engineering, improve model accuracy and explanatory power, and simplify model 
complexity. 

Feature selection analysis can also effectively examine the relationships between diabetes-related 

features. In this paper, the ggplot() function in the ggplot2 package, combined with the geom_tile() and 
geom_text() functions, was used to generate heat maps in R Studio to observe correlations among 

diabetes influencing factors. Figure 1 illustrates: 
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Figure 1. Correlation Heatmap 

Figure 1 reveals that diabetes incidence is most strongly associated with blood glucose and HbA1c 
levels. Heart disease and hypertension are the next most associated. Additionally, age and BMI are also 

important characteristics to monitor. 

3.2.  Model building and analysis 
The logistic regression algorithm is applicable to binary and multi-class classification problems. It is 

characterized by a simple model, easy implementation and interpretation, and the ability to handle large-

scale data sets [18, 19]. This study analyzed the impact of various factors, including demographic and 

health-related variables, on the occurrence of diabetes. The model results revealed the degree and 
significance of each predictor’s impact on diabetes risk. 

Table 2. Logistic regression model coefficient 

Predictor Estimate Std. Error z value Pr(>|z|)  

Intercept                -26.800 0.377 -71.111 < 2e-16 *** 

Gender male               0.330 0.046 7.119 1.09e-12 *** 

Age                      0.049 0.002 32.485 < 2e-16 *** 

Hypertension1            0.678 0.057 11.944 < 2e-16 *** 

Heart disease1           0.654 0.076 8.587 < 2e-16 *** 

Smoking history former    -0.077 0.087 -0.885 0.376 

Smoking history never     -0.101 0.081 -1.254 0.210 

BMI                      0.089 0.003 27.598 < 2e-16 *** 

HbA1c.level              2.286 0.045 50.566 < 2e-16 *** 

Blood glucose level      0.032 0.001 52.383 < 2e-16 *** 
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First, HbA1c level had the most significant effect on diabetes risk, with a coefficient of 2.286 (p < 

0.001), indicating that an increase in HbA1c level significantly increased the risk of diabetes. The 

coefficient for blood glucose level was 0.032 (p < 0.001), also showing a significant positive association. 

This suggests that higher blood glucose levels elevate diabetes risk. Hypertension and heart disease were 
both strongly associated with diabetes, showing coefficients of 0.678 (p < 0.001) and 0.654 (p < 0.001), 

respectively, which highlights their significant role in increasing diabetes risk. 

The 'male' category in the gender variable had a significant positive association (coefficient of 0.329, 
p < 0.001), suggesting that men are at a greater risk of diabetes than women. Age was a significant 

positive factor (coefficient of 0.049, p < 0.001), with the logarithmic odds of diabetes increasing by 

0.049 for each additional year of age. This indicates a gradual increase in diabetes risk with age. The 

coefficient for body mass index (BMI) was 0.089 (p < 0.001), indicating that diabetes risk increased by 
approximately 0.089 for each additional unit of BMI. In contrast, the effect of smoking history on 

diabetes was not significant in this model. Specifically, the 'former smoker' category had a coefficient 

of -0.077 (p = 0.376), and the 'never smoker' category had a coefficient of -0.101 (p = 0.210), neither of 
which reached statistical significance. 

The model demonstrated a high goodness of fit, with a residual deviation of 13,692, significantly 

lower than the 33,904 of the model without predictive variables. This suggests that the model effectively 
interprets the data. The AIC value of 13,712 suggests that the model fits the data well. 

3.3.  Model performance evaluation 

The accuracy rate, recall rate, F1-score, and AUC values of the logistic regression model were calculated 

and evaluated, and the ROC curve was plotted, as shown in Figure 2. Table 3 shows the evaluation 
indicators for the logistic regression model. 

 

Figure 2. Logistic regression ROC curve 

Table 3. Logistic regression evaluation index table 

Accuracy Precision Recall F1 Score AUC 

0.9478649 0.8584577 0.6381287 0.7320747 0.9569 
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Based on the confusion matrix, the model's performance on the test set includes 3451 true positives, 

569 false positives, 42470 true negatives, and 1957 false negatives. The accuracy is 94.79%, precision 

is 85.85%, recall is 63.81%, and the F1 score is 73.21%. An AUC of 0.9569 demonstrates the model's 

strong classification ability. 
These statistical indicators show that although the model performs well in terms of overall accuracy 

and precision, its recall for minority classes is relatively low, indicating that further optimization is 

needed to improve the recognition of minority classes. 
Additionally, this paper applied 10-fold cross-validation to assess the model [20]. Initially, all 48,451 

samples were split into 10 equal-sized subsets. Each subset was used as the test set once, while the 

remaining nine subsets served as the training set. This process was repeated for all 10 subsets, allowing 

a comprehensive evaluation of the model's performance across different data subsets. The results of 
cross-validation show that the accuracy of the model is 94.78%, indicating that in the classification task, 

the model has a very high proportion of correct classification on the test data. Kappa value is 0.703, 

indicating that the classification result of the model is much higher than the random guess level, 
indicating the consistency and reliability of the model classification. These indicators show that the 

model is stable on different data subsets, with strong predictive power and high accuracy. 

4.  Conclusion 
This paper employed a logistic regression model to thoroughly analyze diabetes risk factors using 

100,001 electronic health record (EHR) datasets and validated the model's performance from multiple 

perspectives. The results showed that hemoglobin A1c level (HbA1c.level) had the most significant 

effect on diabetes risk. Other relevant variables, including blood glucose level and body mass index 
(BMI), demonstrated significant positive correlations, particularly with hypertension and heart disease. 

This suggests that managing these chronic conditions is crucial for reducing diabetes risk. 

Both gender and age showed significant effects in the model, with men having a relatively high risk 
of diabetes and increasing age also increasing the logarithmic odds of diabetes. Although smoking 

history did not show a significant effect in this model, this finding needs further validation and 

exploration. 

The model demonstrated a high goodness of fit and excellent data fitting ability, confusion matrix 
and ROC curve showed strong classification ability, good accuracy and other performance indicators. 

10-fold cross-validation confirmed the model's stability, reliability, and consistency across various data 

subsets. Despite the overall excellent performance, the recall ability of the model in a few classes still 
needs to be improved. Future work should focus on optimizing this aspect to further improve the 

forecasting effect. 
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