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Abstract. In finance and economics, stock prices hold significant importance, attracting the 

attention of both researchers and investors. Numerous methods have been developed to improve 

the accuracy of stock price forecasting. The autoregressive integrated moving average (ARIMA) 

model is widely recognized for its effectiveness in stock price prediction, offering a robust 

approach to addressing time series challenges. This paper outlines the detailed process of 

building an ARIMA model using R Studio, utilizing daily stock price data from Microsoft, a 

globally renowned company, from 1987 to 2024. The rapid growth of Microsoft’s stock price 

over the past 30 years provides a compelling case study. The results derived from this model can 

offer valuable insights for investors. Furthermore, this paper discusses potential enhancements 

to the ARIMA model for improving forecasting accuracy and provides practical tips for future 

applications, benefiting both investors and researchers. The results show that stock prices have 

an exponential increasing trend and real values of stock prices will reach 600 in 2026, the values 

will vary in range of (400, 1100). 
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1.  Introduction 

Forecasting stock prices is a crucial and popular topic within data science, significantly benefiting 

investors, traders, analysts, and financial institutions. Time Series Forecasting (TSF) has made 

significant headway due to the growing availability of historical data and the growing need for 

production forecasting [1]. Traditional forecasting methods often face limitations such as complexity 

and time consumption. 

A time series consists of a sequence of well-defined data points collected at regular intervals over 

time. Analysing time series data is a fundamental component of statistics, aiming to identify 

characteristics within the data set and project future values based on these features [2]. However, time 

series analysis frequently encounters difficulties due to dynamic economic conditions. Thus, finding 

effective methods for time series analysis is essential for improving forecasting accuracy and efficiency. 

Regression models are a common approach to addressing these challenges. Different forecasting 

models can work better together to capture data trends, and theoretical and empirical research have 

demonstrated that a mix of forecasts frequently performs better than individual models [3]. Among 

various regression models, the Auto-Regressive Integrated Moving Average (ARIMA) model, an 

enhancement of the ARMA model, is particularly efficient for predicting time series data, including 

stock prices. The ARIMA model requires only historical data to generate forecasts, allowing it to 
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improve accuracy while minimizing the number of parameters [4]. Additionally, ARIMA models have 

proven to be excellent for short-term forecasting due to the slower change of short-term factors [5]. 

This paper will explain how the ARIMA model works and demonstrate its application in forecasting 

Microsoft's stock price from 1987 to 2024. This paper will begin by introducing the dataset and the 

ARIMA model. The dataset will then be divided into training sets and test set, with the goal of building 

a suitable ARIMAX model for the training set and assessing accuracy using the test set. Finally, this 

paper will discuss potential improvements to the model and provide recommendations for future 

applications of the ARIMA model. 

2.  Methodology 

2.1.  Data source 

This dataset shows the stock price of Microsoft from 1987 to 2024. The data set contains 7 daily columns. 

This paper will focus on dates and 2 variables (Closing Price and Adjusted Closing Price): The Closing 

Price is the price at which a security is transacted for the last time before the market closes for regular 

business. An adjustment to a stock's closing price by calculation is called an adjusted closing price. Due 

to its inability to take into account potential price-moving factors, the initial closing price may not 

represent the most accurate assessment of the stock or asset. The price modifications that must be made 

will therefore be included in the modified closing price (Figure 1). 

 

Figure 1. The time plot of Closing Prices (red) and Adjusted Closing Prices (blue) 

Figure 1 shows the time plot of Closing Prices and Adjusted Closing Prices of Microsoft Stock. Both 

time series have an increasing trend and the speed of increasing also increases with time. So, it is very 

obvious to see that these patterns fit an exponential growth except the stock price around 2022, they 

have a great falling suddenly and come back to an increasing trend after about one year. Compare with 

the bule line, values of the red line are a bit larger especially around 2000. 
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Figure 2. The log time plot of Closing Prices (red) and Adjusted Closing Prices (blue) 

Figure 2 shows the log time plot of Closing Prices and Adjusted Closing Prices of Microsoft Stock. 

In log version, the plot shows more details than the origin one. These time series still have an increasing 

trend but the speed of increasing is like a linear trend. As a result, the exponential growth of 2 lines in 

Figure 1 is proved by the linear trend of their log version plots. Also, the difference between 2 lines is 

more obvious in this plot than Figure 1. The red line is higher than the blue line and 2 lines become 

more and more similar by 2015. Combine with these 2 plots, adjustments decrease values of Closing 

Price in order to accurate the valuation of stock.  

2.2.  Autocorrelation of time series  

The following Autocorrelation Function (ACF) plot is created to see more the properties of time series. 

 

Figure 3. The ACF plot of Closing Prices 

Figure 3 shows the ACF plot of Closing Price. The autocorrelations are very close to 1, this means 

there is a strong linear relationship among lagged values of Closing Prices time series.  
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Figure 4. The ACF plot of Closing Prices (log version) 

Figure 4 shows the ACF of log version of the Closing Prices time plot. In this plot, the 

autocorrelations are still very close to 1, take log to values cannot decrease the autocorrelation for this 

time series but there is still a little difference between Figure 3 and 4. So there might be some influences 

if taking log to values of time series. From the definition of the autocorrelation, there will not be any 

obvious changes if taking log to values of time series. 

 

Figure 5. The ACF plot of Adjusted Closing Prices 

Figure 5 shows the ACF plot of Adjusted Closing Price. Similar to Figure 3, the autocorrelations 

after adjustments are still very close to 1, so the lagged values of Adjusted Closing Prices time series 

also have a strong linear relationship. 
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Figure 6. The ACF plot of Adjusted Closing Prices (log version) 

Figure 6 shows the ACF of log version of the Adjusted Closing Prices time plot. This plot also gives 

evidence that taking log to values cannot decrease the autocorrelation since the autocorrelation 

represents the trend and period of a time series. However, taking log values is a specific method for 

exponential growth data, so it produces little changes on autocorrelations. 

2.3.  Introduction of ARIMA model 

Since linear models are easy to understand and use, academics have focused a lot of their attention on 

them over the last few decades [6]. The most popular linear technique in financial forecasting is the 

ARIMA model, which has demonstrated effective short-term forecasting capabilities [7]. The process 

of determining, fitting, and validating ARIMA models using time series is called the Box-Jenkins 

methodology [8]. The ARIMA model has four parts: Autoregressive (AR), Integrated (I) and Moving 

Average (MA). The ARIMAX model is mathematically represented as: 

𝑦𝑡
′

= ∑ 𝜙𝑖𝑦′
𝑡−𝑖

𝑝
𝑖=1 + ∑ 𝜃𝑗𝑦′

𝑡−𝑗

𝑞
𝑗=1 + 𝜀𝑡 + 𝑐                                       (1) 

Where: t: time. 𝑦𝑡: target variable at time t. 𝑦′
𝑡

= (1 − 𝐵)𝑑𝑦𝑡: target variable after differencing. c: 

constant term.  𝜙𝑖: AR coefficients. 𝜃𝑗: MA coefficients. 𝜖𝑡: white noise error term. B: backward shift 

operator and 𝐵𝑦𝑡 = 𝑦𝑡−1. The order of (AR, I, MA) is (p,d,q). 

3.  Results and discussion 

3.1.  Dividing data set 

From the log time series plot (Figure 2), the data set can be divided into 3 parts for training: 1987-2000, 

This part has an obvious increasing trend with a large slope (P1). 2000-2010: Time series become stable 

and did not have any trend in this part (P2). 2010-2020: In this part, stock prices begin to increase again 

but slope is not a constant (P3). At last, data from 2020 to 2024 are used for testing. 

3.2.  Model results 

Finding the best p,d,q combination by choosing the smallest AIC value. Table 1 shows the ARIMA 

coefficients of model1 (the best ARIMA model with log values of Adjusted Closing Prices from 1987 

to 2000). Here the (p,d,q) combinations are (4,1,1). 
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Table 1. ARIMA coefficients of model 1 

 coefficients SE 

AR1 1.0054 0.0313 

AR2 -0.0971 0.0248 

AR3 0.0269 0.0249 

AR4 0.0395 0.0178 

MA1 -0.9813 0.0261 

Drift 0.0017 0.0003 

 

For model 2 (the best ARIMA model with log values of Adjusted Closing Prices from 2000 to 2010) 

the best (p,d,q) combinations are (0,1,0). That means this time series only need to have a differencing 

of order 1, it does not have AR and MA parts.  

Table 2. ARIMA coefficients of model3 

 coefficients SE 

AR1 0.8161 0.0704 

MA1 -0.8570 0.0624 

Drift 7e-04 2e-04 

 

Table 2 shows the ARIMA coefficients of model3 (the best ARIMA model with log values of 

Adjusted Closing Prices from 2010 to 2020). Here the (p,d,q) combinations are (1,1,1). 

The 3 models are produced by different time periods, model 2 is the simplest one since the time series 

from 2000 to 2010 is the smoothest. Also, model1 has the largest order since its time series has the 

highest growing speed.  

3.3.  Checking accuracy of 3 models 

Table 3 shows the AIC, AICc and BIC values of 3 models. From values of AIC, AICc and BIC, model1 

have a higher accuracy than other 2 models since all values of model1 are less than that of model2 and 

model 3. 

Table 3. Comparison of accuracy of 3 models 

 AIC AICc BIC 

model1 -15002.18 -15002.14 -14959.55 

model2 -11875.61 -11875.61 -11869.78 

model3 -14198.78 -14198.76 -14175.46 

 

𝐴𝐼𝐶 =  (− 2) 𝑙𝑜𝑔 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 +  2 (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠), where log represents a 

natural logarithm, is a measure of how poorly a model fits data defined using the maximum likelihood 

technique [9, 10]. 
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Figure 7. The residual plot of model 1 

 

Figure 8. The residual plot of model 2 

 

Figure 9. The residual plot of model 3 
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Figure 7, 8, 9 show residual plots of model 1, 2, 3 separately. From these plots, residuals of all 3 

models are around 0 and autocorrelations are white noise from p values of them (see table 4 below). 

Also, the residuals of them are very approaching to a normal distribution. 

Table 4. P values of 3 models 

 p value 

Model 1 0.9316 

Model 2 0.201 

Model 3 0.4293 

4.  Models forecasting 

4.1.  Forecasting from 2020 to 2024 

Figure 10 gives a prediction of log Adjusted Closing Prices of Microsoft Stock from 2020 to 2024. 

Figure 11 shows the log time plot of Adjusted Closing Prices of Microsoft Stock from 2020 to 2024. 

Compare with these two figures, model3 gives a good forecasting. In both plots, log stock prices have 

an increasing trend and vary in range of (5, 6). 

 

Figure 10. The forecasting plot of model 3 

 

Figure 11. The time plot of Adjusted Closing Prices (log version) from 2020 to 2024 
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4.2.  Forecasting in the future 2 years 

Figure 12 gives a prediction of log Adjusted Closing Prices of Microsoft Stock from 2024-05 to 2026-

05. From the plot, stock prices still have an exponential increasing trend and real values of stock prices 

will reach 600 in 2026, the values will vary in range of (400, 1100). 

 

Figure 12. The predicting Adjusted Closing Stock Prices in the future 2 years (log version) 

5.  Conclusion 

Generally, the ARIMA model does well in the stock price forecasting but it still needs some 

improvements if people want to apply it in their real lives. The ARIMA model is very suitable for short 

term data but not long term. Since it is difficult to capture accurate changes in instances of abrupt 

changes in the data set (when the variance is considerable), changes in government policies, economic 

instability (structural break), etc., this model becomes unreliable for forecasting in this scenario. The log 

version of time series is necessary for forecasting stock prices especially in this paper since ARIMA 

model is a linear regression model and the Microsoft Stock Prices have an exponential growing trend. 

Taking log to values of time series can make the slop become linear and smooth. For other stock prices 

log version may help decrease complicity and show more details of the data set. At last, although the 

ARIMA model has some disadvantages on predicting stock price, it is very useful on financial 

forecasting especially for data sets which can be approximate to linear combinations. Wish the results 

and advice in this paper can help investors.  
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