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Abstract. Coronary Heart Disease (CHD) has become a significant concern due to the global 

rise in cardiovascular diseases, prompting a need for effective predictive tools. This study 

employs logistic regression modeling, a machine learning technique, to predict the risk of CHD 

and identify key influencing factors. Initially, complex data was preprocessed to handle missing 

values and other issues. The accuracy of the logistic regression model was then evaluated using 

confusion matrices and classification reports. Additionally, the model's performance was 

validated through the calculation of odds ratios and the analysis of ROC curves. The results 

showed that logistic regression performed well in the prediction of CHD, with a model prediction 

accuracy of 0.86 and an area under the ROC curve (AUC) of 0.73. The model identified the main 

factors that affect the development of CHD and pointed out potential room for improvement in 

predictive accuracy. However, although the model has achieved a high accuracy, there is still 

room for further improvement. In addition, focusing on improving data preprocessing techniques, 

especially in dealing with missing values, may improve the discriminatory ability of the model. 
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1.  Introduction 

In recent years, cardiovascular disease has emerged as the leading cause of death globally, as reported 

by the World Health Organization (WHO), with coronary heart disease (CHD) being a major contributor 

[1]. The global mortality rate from cardiovascular diseases surged by 41% between 1990 and 2013, 

increasing from 12.3 million to 17.3 million deaths. Additionally, almost half of all deaths in the United 

States are linked to these critical conditions [2]. 

However, as researchers state, although CHD is the world's worst disease, it has been declared the 

most manageable and avoidable [3]. A long-term statistical analysis conducted by the WHO confirms 

that the risk of heart disease can be significantly mitigated by targeting behavioral and environmental 

risk factors, including smoking, obesity, physical inactivity, and harmful alcohol consumption. [1] Some 

researchers have explored computational models for predicting heart syndrome using a comprehensive 

set of input characteristics. The study employed various medical indicators, such as blood pressure, sex, 

cholesterol, and 13 other attributes, to predict heart disease in individuals. In addition, the analysis 

included two additional factors: smoking and obesity [4]. This is the reason why we can use these 

variables to make predictions about heart disease.  
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In the past, research on heart disease primarily depended on traditional statistical methods. The year 

2000 research by Shusaku Tsumoto underscored the challenge of organizing large datasets manually, 

prompting the recommendation to leverage data mining techniques for uncovering patterns within 

extensive databases. While these patterns can be applied in clinical research and operations, their 

predictive capabilities remain somewhat limited [5]. 

However, recent years have seen a significant increase in the use of machine learning techniques, 

with a growing number of researchers incorporating these methods into heart disease studies. Some 

researchers conducted a comparative analysis of machine learning models, focusing on logistic 

regression and random forest, to classify heart disease. Using the Framingham dataset with a 70:30 split 

between training and testing data, the models achieved an accuracy of 85.04% [6]. This emerging trend 

reflects the increased recognition of machine learning's potential to enhance our comprehension and 

prediction of heart disease. 

The aim of this paper is to investigate and predict the impact of risk factors on heart disease and 

predict its development using logistic regression modeling in machine learning. By employing this 

approach, this study has the potential to raise awareness among the government and the general public 

about heart disease and facilitate proactive preventive measures. The results of this research can enhance 

early detection and intervention efforts, thereby helping to lessen the impact of heart disease on 

individuals and society at large. 

2.  Datasets 

2.1.  Data profile 

The dataset, obtained from the Kaggle website, is part of a cardiovascular study involving residents of 

Framingham, Massachusetts, USA [7]. It comprises 4,238 records and 15 variables that may impact 

heart disease. These variables include demographic factors such as age and education; behavioral aspects 

like current smoking status; medical history elements such as previous strokes; and current medical 

conditions including BMI and heart rate. The variables are of various types, including continuous, 

nominal, and ordinal. The final variable, TenYearCHD, is binary, with 0 indicating the absence of the 

heart disease and 1 indicating its presence (where '1' means 'Yes' and '0' means 'No'). 

2.2.  Data visualization 

It utilized Python for data visualization to gain a preliminary insight into the dataset. The histogram 

depicted in Figure 1 elucidates the distribution of each of the 16 variables with precision, offering a 

profound comprehension of the data. Furthermore, the heat map presented in Figure 2 illustrates the 

correlation between pairs of variables; The closer the absolute values of the correlation coefficients are 

to 1, the stronger the relationship between the variables. 

 

Figure 1. Histogram of 16 variables (Photo/Picture credit: Original). 
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Figure 2. Heat map of 16 variables (Photo/Picture credit: Original). 

2.3.  Missing value 

A missing value in a dataset is a data point that was expected to be collected during the data-gathering 

process, such as through interviews, measurements, or observations, but is absent for various reasons 

[8]. Out of the 16 variables, 6 have missing values. The variable with the highest number of missing 

values is glucose, with 338 missing data points, representing approximately 7.97% of the total 4,238 

data points. 

Missing data is treated as missing completely at random (MCAR) because it is not related to the 

missing value itself [8]. The observed data suggest that the missing values are not influenced by other 

factors and do not exhibit any specific patterns, indicating that they are the MCAR data. 

Some researchers prefer using mean substitution to handle missing values due to its simplicity, 

especially when the missing values are random [9]. Given that the missing values in our dataset are the 

type of MCAR and the proportion of missing data is only 7.97%, below the 10% threshold, using mean 

substitution is an appropriate approach. After processing, the number of missing values is 0. 

3.  Methodology 

3.1.  Logistic regression modeling 

The primary objective of this study is to employ logistic regression modeling for forecasting future 

instances of heart disease. Logistic regression, a machine learning technique, stands as one of the most 

prevalent models for binary regression tasks, with applicability extending to multinomial logistic 

regression. Widely utilized across diverse domains, logistic regression serves as a versatile tool for 

predictive modeling and analysis. 

Logistic regression, a supervised learning technique, is widely utilized for classification tasks. In this 

methodology, data is classified and segmented into two parts, training and test sets. The training set is 

employed to build and refine the logistic regression model, while the test set is employed to evaluate its 

effectiveness and determine its accuracy [10]. 

A commonly used logistic function can be shown as (1), where the 𝑙𝑜𝑔𝑖𝑡 function is the inverse of 

the logistic function and is used to link the linear predictor variables to the probability 𝑝. This probability, 

ranging between 0 and 1, denotes the likelihood that the dependent variable equals 1 (the positive class), 

based on the input features provided. 𝛽0, 𝛽1, … , 𝛽𝑚 are the parameters (coefficients) to be estimated, 

and 𝑥1, 𝑥2, … , 𝑥𝑚 are the explanatory variables, each 𝑥 represents a specific feature or predictor. 

 𝑙𝑜𝑔𝑖𝑡(𝑦) = ln (
𝑝

1−𝑝
) = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑚𝑥𝑚 (1) 

Proceedings of  ICBioMed 2024 Workshop:  Workshop on Intelligent  Medical  Data Analysis  for  Precision Medicine 

DOI:  10.54254/2753-8818/50/2024AU0147 

85 



 

 

3.2.  Evaluation and analysis of models and data 

The confusion matrix (CM), is a critical tool for assessing the effectiveness of classification models. 

This specialized table vividly contrasts the model's predicted classifications with the real outcomes, 

offering profound insights into model performance. The classical confusion matrix can be represented 

in Table 1. 

True Positive (TP): The number of samples that the model correctly identified as positive. 

True Negative (TN): The number of samples that the model accurately classified as negative. 

False Positive (FP): Instances erroneously labeled as positive by the model. 

False Negative (FN): Instances incorrectly labeled as negative by the model. 

Table 1. Classical confusion matrix 

Tota1=P+N Predicting positive (Positive) Predicted as negative (Negative) 

Actual positive (Positive) True Positive False Negative 

Actual negative (Negative) False Positive True Negative 

 

A classification report serves as an additional instrument for evaluating the efficacy of logistic 

regression models. This report commonly incorporates essential metrics like precision, recall, and F1 

score, defined as follows. 

Precision: Calculated as 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃), indicates the proportion of true positives among the 

positives. 

Recall: Computed as 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁), also called sensitivity, it indicates the proportion of actual 

positive forecasts that are predicted to be positive.  

F1 Score: Expressed as 2 ∗  (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙) / (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙), the F1 Score serves 

as a harmonized average of precision and recall, offering a comprehensive assessment to mitigate errors 

stemming from variations in data distribution. 

The odds ratio (OR) is utilized to evaluate the association between an exposure and an outcome. It 

helps determine whether a particular exposure is linked to a higher risk of a specific outcome and allows 

for a comparison of the relative impact of various risk factors on that outcome. A higher odds ratio 

suggests a greater likelihood of the event occurring with the exposure, whereas an odds ratio below one 

indicates a lower likelihood of the event with the exposure. If the OR value is equal to 1, it implies that 

the two events are independent [11]. 

The receiver operating characteristic (ROC) curve evaluates the performance of the model by plotting 

the relationship between true and false positive rates, with a larger area under the curve (AUC) indicating 

better model performance [12]. The model prediction performance is considered excellent when the 

value of AUC exceeds 0.9. 

4.  Results 

4.1.  Binary logistic regression 

In regression analysis, it is expected to observe a correlation between the response variable and 

predictors. However, having correlations among predictors is undesirable. Multicollinearity occurs 

when multiple predictors are highly correlated. This can inflate the standard errors of the coefficients, 

making the estimates less dependable [13]. When the absolute value of the correlation coefficient 

between predictor variables is below 0.9, it is generally determined that multicollinearity is not a 

significant issue. As depicted by the data and color gradients in Figure 2, it is clear that the variables do 

not exhibit multicollinearity. 

After addressing multicollinearity in our dataset, we proceeded with logistic regression analysis. The 

data was divided into a training set, which comprised 70% of the observations, and a test set, which 

made up the remaining 30%. The logistic regression model resulted in an intercept of -8.1737 (rounded 

to four decimal places). The coefficients for the predictors are shown in Figure 3. The performance of 

the LR model was assessed using the test set, yielding an accuracy of 86%, which corresponds closely 

Proceedings of  ICBioMed 2024 Workshop:  Workshop on Intelligent  Medical  Data Analysis  for  Precision Medicine 
DOI:  10.54254/2753-8818/50/2024AU0147 

86 



 

 

to the 83.2% accuracy documented by researchers [14]. Using the standard logistic function outlined in 

equation (1) and the visual representation in Figure 3, the logistic function can be reformulated as 

presented in equation (2). 

𝑙𝑜𝑔𝑖𝑡(𝑦) = ln (
𝑝

1−𝑝
) = −8.1737 + 0.412420 ∗ 𝑀𝑎𝑙𝑒 + 0.066752 ∗ 𝐴𝑔𝑒 + 0.031069 ∗

𝐸𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 + (−0.028590) ∗ 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑚𝑜𝑘𝑒𝑟 + 0.023282 ∗ 𝐶𝑖𝑔𝑠𝑃𝑒𝑟𝐷𝑎𝑦 + 0.270659 ∗ 𝐵𝑃𝑀𝑒𝑑𝑠 +
0.676283 ∗ 𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑡𝑆𝑡𝑟𝑜𝑘𝑒 + 0.200920 ∗ 𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑡𝐻𝑦𝑝 + ( −0.118499) ∗ 𝐷𝑖𝑎𝑏𝑒𝑡𝑒𝑠 +
0.000511 ∗ 𝑇𝑜𝑡𝐶ℎ𝑜𝑙 + 0.012225 ∗ 𝑆𝑦𝑠𝐵𝑃 + 0.003092 ∗ 𝐷𝑖𝑎𝐵𝑃 + (−0.005262) ∗ 𝐵𝑀𝐼 +

(−0.004023) ∗ 𝐻𝑒𝑎𝑟𝑡𝑅𝑎𝑡𝑒 + 0.010347 ∗ 𝐺𝑙𝑢𝑐𝑜𝑠𝑒· (2) 

 

Figure 3. Coefficients of the logistic regression model (Photo/Picture credit: Original). 

Based on equation (2), heart disease shows a positive relationship with variables such as Male, Age, 

Education, CigsPerDay, BPMeds, PrevalentStroke, and Glucose, while exhibiting an inverse 

relationship with factors such as CurrentSmoker, Diabetes, BMI, and HeartRate. Among these, the 

positive influence of PrevalentStroke is the most significant, with a coefficient of 0.676283. On the other 

hand, Diabetes has the strongest negative impact, with a coefficient of -0.118499. Additionally, the 

positive effects of Male, BPMeds, and PrevalentHyp are notable, with coefficients of 0.412420, 

0.270659, and 0.200920, respectively. The remaining variables contribute relatively smaller effects. 

4.2.  Confusion matrix and classification report 

Figure 4 shows the confusion matrix, where the number of TP is 1,077, TN is 19, FP is 169, FN is 7, 

and the total count is 1,272. Since a value of 0 represents that the participant is healthy, and a value of 

1 indicates that they have heart disease, we consider FP, where the model predicts the participant is sick 

but they are healthy, to be favorable as well. Therefore, our primary focus is on FN, where the model 

predicts the participant is healthy when they have heart disease—this is a critical error that must be 

minimized. The total number of incorrect predictions is 7, representing only 0.55%, which indicates that 

predictions using the logistic model are highly accurate. 
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Figure 4. Confusion matrix of prediction (Photo/Picture credit: Original). 

The classification report is presented in Table 2. Since the number of predictions for each class varies, 

we primarily focus on the weighted average. The weighted average precision is 0.84, indicating that a 

significant portion of the positive predictions are accurate. Recall, also known as sensitivity, indicates 

that while the recall for class 1 (illness) is relatively low at 0.11, the overall weighted average recall is 

high at 0.86. This suggests that the model is generally effective at detecting cases of illness. The F1-

score has a weighted average of 0.82, further illustrating that the model performs well in predicting 

illness. 

Table 2. Classification Report of Prediction 

Classification Report Precision Recall F1-Score Support 

0 0.87 0.99 0.92 1084 

1 0.72 0.11 0.19 188 

Weighted avg 0.84 0.86 0.82 1272 

4.3.  Odds ratio and ROC curve 

Figure 5 illustrates the odds ratios along with their 95% confidence intervals. The results are consistent 

with the coefficients obtained from the logistic regression analysis. Notably, PrevalentStroke has the 

highest odds ratio, close to 2.0, indicating the strongest positive effect on the probability of heart disease 

among all variables. This is also reflected in its coefficient, which is the largest and has the most 

substantial positive influence on the likelihood of heart disease. Conversely, Diabetes has the smallest 

odds ratio and the most negative coefficient, suggesting the worst impact on the probability of heart 

disease. 

 

Figure 5. Odds ratio of the variables with 95% confidence interval (Photo/Picture credit: Original). 
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As can be observed from the ROC curve in Figure 6, the curve is generally skewed towards the upper 

left corner, indicating good performance. Furthermore, the AUC value of 0.73 can be read from the 

lower right corner of Figure 6, indicating that the model's area under the curve amounts to 0.73, 

surpassing 0.5 and suggesting that the model possesses some discriminatory capability. However, there 

remains room for enhancement. 

 

Figure 6. ROC Curve and AUC value of prediction (Photo/Picture credit: Original). 

5.  Conclusion 

This paper utilized data from the Coronary Heart Disease Survey in Massachusetts, USA, which 

encompasses 15 variables, to evaluate the ten-year risk of CHD. Initially, the data were visualized, and 

missing values were addressed through mean substitution to prepare for further analysis. Logistic 

regression modeling was then applied to predict the risk of CHD and examine the relationships between 

various predictors and the likelihood of developing the disease. To ensure the robustness of the logistic 

model, the analysis began by addressing multicollinearity. Following the prediction phase, the accuracy 

of the model was assessed using the confusion matrix and classification report. Furthermore, the validity 

of the logistic regression findings was confirmed by calculating the odds ratio, and the performance of 

the categorical predictions was evaluated through ROC curves and AUC values. 

The logistic regression model achieved a predictive accuracy of 0.86. However, there is potential for 

further enhancement of this accuracy through various approaches. One potential improvement could 

involve adjusting the ratio of the training and test datasets to optimize model performance. Another 

approach could be to gather additional data, which may provide more comprehensive insights and 

improve prediction accuracy. 

Moreover, exploring other machine-learning techniques might also be advantageous. For example, a 

2016 study highlighted that models such as random forests and decision trees outperformed logistic 

regression in terms of accuracy. Implementing these alternative models could lead to improved 

performance. It is indeed highly plausible to explore alternative machine learning methodologies for 

studying heart disease, opening up avenues for further experimentation and investigation. 

In addition to accuracy, the AUC value for the current model is 0.73, indicating that there is still 

room for improvement. To achieve a better AUC, it is essential to refine data processing techniques. In 

particular, utilizing advanced techniques for managing missing values and implementing additional data 

preprocessing procedures could bolster the model's capacity to differentiate between classes more 

effectively. By addressing these areas, the overall performance of the model could be significantly 

improved, leading to more reliable predictions. 

Overall, stroke, hypertension, and antihypertensive medications have a significant impact on the 

development of coronary heart disease (CHD). Men are also more likely to develop heart disease 

compared to women. Factors such as daily smoking, education, and age also influence the risk of CHD, 
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whereas total cholesterol and glucose levels have a relatively smaller impact on the disease's 

development. Therefore, when dealing with high-risk conditions such as stroke and hypertension, it is 

crucial to focus on preventing heart disease. In daily life, men should particularly avoid smoking, and 

special attention should be given to protecting the elderly from CHD. From the governmental 

perspective, there is a significant opportunity to enhance public awareness regarding preventive 

measures against heart diseases. Initiatives could include widespread education campaigns to inform 

individuals about heart disease prevention strategies. Moreover, organizing regular free medical check-

ups can be instrumental in early detection and prevention efforts, potentially mitigating the prevalence 

of coronary heart disease—a severe ailment associated with a high mortality rate. 
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