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Abstract. In the rapidly evolving field of financial forecasting, the accurate prediction of stock 

returns remains a significant challenge. This paper aims to leverage Natural Language Processing 

algorithms (NLP) to develop a predictive model for stock returns. The research utilized return 

labels derived from stock price return and sentiment data extracted from StockTwits (a financial 

social media platform) comments from January 2020 to March 2022. A comparative analysis 

was conducted to assess the performance of traditional statistical models (Logistics Regression 

Model), supervised models (Random Forest , Gradient Boosting, XGBoost and Naïve Bayes 

Model), and an ensemble model (Majority Vote Model) in the prediction tasks. The objective 

was to identify the most effective model, and to provide precise predictions for future stock 

returns. Our simulations show that (1) Sentiments can work as an effective proxy to predict stock 

return; (2) “likes” from users to comments is suitable for price prediction; (3) Logistic 

Regression didn’t work well in prediction, even when used with other techniques; (4) Random 

Forest Model and Gradient Boosting Model outperform other simpler models, showing 

promising predictive results; (5) Ensemble model effectively diminishes the influences of 

potential model overfitting problems. These findings underline the potential of sentiment 

analytic models as a tool for more accurate financial forecasting. 

Keywords: Stock Return Prediction, NLP, Sentiment Analysis, Machine Learning Models. 

1.  Introduction 

Scholars and professionals have long been interested in predicting stock market returns. In the 20th 

century, Fama (1970) proposed the Efficient Market Hypothesis (EMH); Fama states that random and 

unpredictable as markets are, asset prices reveal all possible and available knowledge in the markets [1]. 

Therefore, consistently achieving higher returns than the overall market is impossible. According to 

EMH, no method can systematically outperform the market, as market prices should only react to new 

information. 

However, real-world observations and empirical studies have often shown deviations from the 

predictions of EMH. Shiller et al. obtained a contradictory result through mathematical derivation based 
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on the same assumptions of EMH, thereby casting doubt on it [2]. Mehra and Prescott also discovered 

the equity premium puzzle, which EMH cannot explain [3]. In this case, to solve the equity premium 

puzzle, many behavioral economists, such as Barberis et al. [4], rejected the neoclassical economics 

assumption that people are rational and believed that people are bounded rational, and the stock does 

not always trade at its asset value. Thus, behavioral finance has become a mainstream financial theory. 

Later, Lo (2004) attempted to establish the Adaptive Market Hypothesis (AMH) based on 

psychological principles [5]. The AMH indicated that since investors have characteristics such as loss 

aversion, overconfidence, and overreaction, it is possible to generate positive returns from market 

investments. Researchers have gradually recognized the predictability of financial markets over recent 

decades. However, there is still no fully effective stock return forecasting technology, making stock 

market forecasting one of the most fascinating research areas.  

Recent years have witnessed the bloom of computer science and information system, Natural 

Language Processing algorithm (NLP) has been widely exploited in information extraction and text 

mining[6]. NLP technology can allow computers to process natural language-encoded data, so it is 

closely related to information retrieval and knowledge representation. 

News and social media texts keep proving their effectiveness through many approaches [7,8]. 

Researchers usually harness the text data through text transformation and representation techniques in 

these studies. In machine learning and neural network models, each word in the dictionary is assigned 

as a specific vector, and then the meaning of the entire sentence is analyzed. Word2vec [9] and Glove 

[10] are both excellent examples of non-contextual word embedding models. Recently, deep learning 

models like Transformer can be fine-tuned through transfer learning to make understanding sentences 

and words more accurate and effective. For instance, Google researchers established bidirectional 

encoder representations from transformers (BERT) [11] based on the transformer architecture and is 

praised for its significant improvement over previous models. 

Sentiment analysis is a new aspect of NLP technology application, designed to systematically 

analyze the emotions, attitudes, and opinions reflected in textual data[12]. Now sentiment analysis has 

attracted much attention in the capital market due to its power of capturing market behavior patterns that 

traditional models might overlook. Luo et al. (2013) found that social media has a faster predictive value 

than conventional online media [13]. Besides, studies have shown that sentiment regarding company 

stocks spread through social media, such as Twitter, exerts a significant influence on forecasting the 

stock returns of the corresponding companies [14]. 

Beyond widely used social media, such as Weibo of China and Facebook of the US, which have 

extensive data sources, financial blogs have also emerged as valuable data sources . Websites such as 

Stocktwits and SeekingAlpha have generated massive financial professional datasets in recent years, 

and researchers have extracted sentiment from these tweets to predict stock trends with notable accuracy 

[15-17]. 

However, most of the existing research focused their attention on the effect of a few predictive 

models only, and the precision of ensemble models can be further investigated [18]. Also, for those 

researchers that met the aforementioned criteria, very few take comments as a factor affecting sentiment 

data and, therefore, a variant crucial to sentiment-based stock prediction. 

Therefore, this study focuses on bridging the gap that we assessed the performance of several models 

by applying several models to a robust dataset consisting of aggregated sentiment and comment volumne 

from StockTwits platform, alongside stock prices recorded from Yahoo Finance during the same period. 

A more comprehensive discussion of models is provided, such as Gradient Boosting, Logistic 

Regression, Naïve Bayes, Random Forest, and XGBoost, some of which are further used for an 

ensemble approach. Through this study, we focus on our attention on contributing to economic 

forecasting and provide insights for investors, analysts, and researchers 

The following sections will detail in the origin of data sources, including StockTwits and Yahoo 

Finance, the structure of dataset and how was the dataset preprocessed, as well as the methodology 

applied in sentiment analysis, model prediction and performance evaluation. Figure 1 (shown in 

appendix) offered a blueprint of the full methodology process. Findings of the study not only 
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demonstrate the potential of sentiment analysis in financial forecasting, the validity of incorporating 

volume of comments in study, but also highlight the importance of model integration to achieve optimal 

prediction accuracy. 

 

Figure 1. Research Process. Fig 1 demonstrated the methodology into four tasks. 

2.  Data 

2.1.  Stock Data 

We selected four major tech companies, which are AMAZON, GOOGLE, APPLE, and NVIDIA, from 

Yahoo Finance, as our target companies to conduct a research analysis. After daily return (Return Label) 

is obtained based on the assumption that stock traders buy in at opening price and clear at closing, it is 

transformed into a binary variable with “1” stands for positive return and “0” negative. Daily return 

variable is also rolled forward (Return Label Shifted Up) and backward (Return Label Shifted Down) 

respectively by one term and the first and last row are truncated due to missing values, accordingly. 

Rolled-forward return data is used as and only as the dependent variable based on the assumption that 

current sentiment only affect next period’s stock return, while daily return and rolled-back stock data 

are control variables, accounting for the impact of stock returns. Table 1 presents the descriptive data of 

the stock datasets with one non-numeric column hidden, “Company Label”, which will later be used for 

merging datasets. 

Table 1. Summary statistics of stock return data 

Index Return Label Return Label Shifted Up Return Label Shifted Down  

Count 3775 3775 3775 

Mean 0.535075655 0.537567703 0.543443555 

Standard Deviation 0.498769524 0.498586748 0.498109159 

Min 0 0 0 

Max 1 1 1 
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2.2.  Sentiment Data 

We sourced over 3 million comments of four tech stocks stated above from Stocktwits from 2020 to 

2022. StockTwits is an online financial community designed for idea-sharing of traders, investors and 

entrepreneurs. Users can track real-time market sentiment in such a community. Users can talk and share 

trading ideas and get likes from other users. To identify tickers mentioned in messages more easily, 

StockTwits also allowed its users to attach tickers (CashTags) when mentioning certain assets, helping 

us identify specific stocks. Besides, the comments on Stocktwits are accompanied by bullish/bearish 

binary sentiment identifiers, marked by platform users, which function as a preliminary standard for 

evaluating users’ sentiment for us. 

Among the collected data, we take the following features for constructing evaluation: 

• Body - comments 

• Date - the date when the text was posted 

• Likes - likes received from other users 

• Sentiment - bullish, bearish or neutral 

3.  Methodology 

This section introduces how the features are produced using our StockTwits messages and Yahoo 

finance data. Table 2 below shows a list of the features we extracted and put into analysis. 

As in most sentiment analysis studies, a text can typically be classified into negative and positive 

sentiments. This binary classification is crucial in understanding textual data’s overall tone and 

sentiment. For this study, we used a similar approach as Houlihan and Creamer[19] used, taking both 

sentiments and volume of comments into consideration and aggregating them as a proxy to anticipate 

stock return changes. We leverage dictionaries to extract sentiment and calculate Z-Scores of aforesaid 

aggregated measures, using Z-Scores to indicate the likelihood of occurrence concerning 

positive/negative sentiment. A low Z-Score suggests a high possibility of occurrence, and vice versa. 

The Z-Scores are then aligned with stock market data and fed to six predictive models (see in Sect.3.3) 

to produce predictions of future stock returns. The performance of each model is evaluated and ranked 

via three dimensions: recall, precision, and F-score. 

The dictionaries used in the analysis include: 

• Loughran and McDonald Dictionary[20], a classical sentiment analysis dictionary in finance. It 

contains over 80,000 tokens, each assigned to a sentiment score. Built with the EDGAR 10-X filings, 

it offers satisfactory coverage and comprehension of tokens in economic literature. 

• VADER Dictionary[21], formally known as Valence Aware Dictionary and sEntiment Reasoner. It 

is a relatively new dictionary built for analyzing texts from social media. It offers insight into short, 

informal texts in social media, including short spells and even emojis, which are often considered 

noise in traditional processes. 

• SentiWordNet 3.0[22], is an extension to the WordNet database. WordNet is a large lexical database 

of English, where words are grouped into sets of synonyms (synsets) and connected by conceptual 

semantical and lexical relations. SentiWordNet assigns sentiment scores to each synset in WordNet, 

providing a sentiment orientation for each word sense. 

3.1.  Sentiment data analysis 

This section introduces how the features are produced using our StockTwits messages and Yahoo 

finance data. The table below shows a list of the features we extracted and put into analysis. 

Table 2. A table of the features 

Feature Description 

Forward Return (Class Label) Return of Stock on day N+1 

Daily Return Return of Stock on day N 
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Prior Return Return of Stock on day N-1 

Volume of Comments Number of comments 

Weight of Comments Weight of individual comments derived by “likes” squared 

Loughran and McDonald 

Rating 

Company-specific Z-Score concerning the ratio of positive word 

count to negative word count, derived by using the Loughran and 

McDonald Dictionary 

VADER Rating 

Company-specific Z-Score concerning the ratio of positive word 

count to negative word count, derived by using the Vader 

Dictionary 

SentiWordNet 3.0 Rating 
Company-specific Z-Score concerning the ratio of positive word 

count to negative word count, derived by using SentiWordNet 3.0 

3.1.1.  Likes-weighted Sentiment 

The process of extracting sentiment from text is as follows: 

• All comments are tokenized and compared to tokens in the three dictionaries mentioned in Sect.3.1. 

For each comment, the dictionary generates a word count for both positive and negative words and 

a positive word scores 1 when a negative word yields -1. 

• A sentiment score is calculated using the formula: 

𝑆𝑠 =
∑ 𝑠𝑣

𝑝𝑤+𝑛𝑤
𝑠=0

𝑝𝑤 + 𝑛𝑤

(1) 

where  

𝑠𝑣 =  {
  1,  if the word is positive

 −1,  if the word is negative
(2) 

𝑆𝑠 is the sentiment score for each comment,𝑝𝑤 the positive word count, 𝑛𝑤 the negative word count 

and 𝑠𝑣 the sentiment value of the word. Comments with no distinctive positive or negative words get a 

score of 0. 

• We also considered the “likes” that each comment received. However, given the significant 

differences in the number of “likes” received by each comment, we decided to square each data point 

and add up the results. The ratio of each processed value to the summed result is the weight of each 

comment posted on that day. 

The specific process is as follows: 

𝐿𝑖
′ = √𝐿𝑖 (3) 

𝑊𝑖 =
𝐿𝑖

′

∑ 𝐿𝑖
′𝑛

𝑖=1

(4) 

where 𝐿𝑖  is the original data of “likes” that each comment has received, 𝐿𝑖

′
 each processed value and 

𝑊𝑖 the weight of each comment posted that day. 

Through the above process, we finally get the daily sentiment index: 

𝑆𝑠𝑢𝑚 = ∑ 𝑆𝑖

𝑖=𝑛

𝑖=1

⋅ 𝑊𝑖 (5) 

To simplify the calculation, we used the following symbols: 

𝑊 ∗  𝑆 represents weight times binary sentiment label given by platform users  

𝑊𝑓 ∗ 𝑆𝑓 represents weight times new sentiment label given by majority vote of three rating dictionary 

Table 2. (continued). 
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3.1.2.  Standardized Volume of Comments 

1. Compute Daily Average Volume of Comments: Calculate the daily average volume of comments for 

each stock until day n: 

𝐸(𝑋𝑡) =
∑ 𝑋𝑖

𝑛
𝑖=1

𝑛
(6) 

where X indicates the volume of comments and t is current period. 

2. Compute Daily Standard Deviation: Calculate the daily standard deviation of daily average volume 

of comments until day n: 

σ(𝑋𝑡) =
∑ (𝑋 − 𝐸𝑡(𝑋))

2𝑛
𝑖=1

𝑛
(7) 

3. Calculate Z-Score: Normalize the Standard Deviation to get the Z-Score that measures the standard 

deviation value between the expected value and actual volume: 

𝑍 =
𝑋 − 𝐸𝑡(𝑋)

σ𝑡(𝑋)
(8) 

• We excluded volume of comments that fall below the expected value based on the premise that low 

volume, relative to what is expected, does not indicate significant news affecting the market. Because 

when the volume of comments of some stock was substantial, the investing community would be in 

a highly concern about the stock. We then assign Z-scores with the probability of occurrence based 

on the criteria demonstrated in Table S1 (seen in appendix). 

• Through methodology introduced above was developed Table 3, the summary statistics of sentiment 

data, which boasts seven columns, “Total Likes”, “Final Sentiment”, “Wf ∗ Sf”, “Weight”, “W * S”, 

“Sentiment Label” and “Z-Score”. Apart from seven features presented here, two columns in the 

sentiment dataset were not shown here, “Date” and “Company Label”, which were later used for 

merging datasets due to different data type. 

Table 3. Summary statistics of sentiment data 

Index 
Total 

Likes 

Final 

Sentiment 
𝐖𝐟 ∗ 𝐒𝐟 Weight W * S 

Sentiment 

Label 
Z-Score 

count 3215874 3215874 3215874 3215874 3215874 3215874 3215874 

mean 1.55 -0.08 0.00 0.00 0.00 0.27 0.78 

std 0.61 0.45 0.00 0.00 0.00 0.67 0.87 

min 1.00 -1.00 -0.32 0.00 -0.32 -1.00 -1.11 

0.25 1.00 0.00 0.00 0.00 0.00 0.00 0.09 

0.50 1.41 0.00 0.00 0.00 0.00 0.00 0.64 

0.75 1.73 0.00 0.00 0.00 0.00 1.00 1.39 

max 21.45 1.00 0.06 1.00 0.32 1.00 2.83 

 

4. Combine Datasets: The combination of two datasets (Table 1 and Table 3) came naturally after they 

were finished. Two datasets were merged based on the two identical labels, “Date” and “Company 

Label”. Since the two datasets had distinct number of rows (i.e. unequal table length), stock dataset 

was expanded to fit sentiment dataset. Also, “Company Labels” were turned into numeric expression 

using one-hot encoding. We thus had four more new binary columns. For instance, assuming the 

order of four columns was ranged in such order, “AAPL”, “AMZN”, “NVDA” and “TSLA”, we 

used [0, 0 ,1, 0] to indicate original company label of one specific row as “NVDA”. Here, “1” 

functioned as an identifier of labels.  

The summary statistics of such merged dataset was kept in the appendix. (Table S3) 
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3.2.  Statistical Correlation of Sentiment and Return 

Before formally delving deep into machine learning, a statistical correlation analysis between features 

and return was conducted. Results given below. Figure 2 (below) and Table S2 (seen in appendix) 

indicated the strengths and directions of the relationship between each feature and the return label shifted 

up. Positive correlation values suggest that as the feature increases, the return label shifted up also tends 

to increase while negative values suggest the opposite as the feature increases. Results here can help 

identify which feature has the most significant influence on the return label shifted up, guiding further 

analysis and model-building decisions. 

 

Figure 2. Correlation with Return Label Shifted Up. Fig 2 showed up statistical correlation between all 

features and the independent variable. Return Label had the lowest negative correlation coefficient while 

TSLA the highest positive. 

3.3.   Machine Learning Methods 

This section introduces the algorithms we apply to our dataset. To ensure variety, we leveraged both 

statistical methods and supervised learning methods. 

3.3.1.  Logistic Regression 

Logistic regression (LR) is a statistical method with linear decision boundary for binary classification 

tasks. The goal of logistic regression is to predict the probability of an outcome that can have one of two 

possible values such as positive and negative. To map predicted values to probabilities, sigmoid function 

is employed in logistic regression. The method involved in logistic regression is called Maximum 

Likelihood Estimation (MLE), which is to find coefficients that maximize the likelihood of the observed 

data. Logistic regression usually stands out for simplicity and interpretability but sometimes it is not 

flexible due to its linear decision boundary and not accurate thanks to its sensitivity to outliers. 

The logistic function can be expressed as: 

𝑝(𝑥) =
1

1 + 𝑒−(β0+β1𝑥1+β2𝑥2+⋯+β𝑚𝑥𝑚)
(9) 

where 𝑝(𝑥) represents tomorrow’s return, 𝑥1represents the sentiment score, 𝑥2represents the weight of 

“likes”, 𝑥3  represents the likes-weighted sentiment, 𝑥4 represents the Z-Score, 𝑥5 represents today’s 

return, and 𝑥6 represents yesterday’s return. 𝛽6, 𝛽7, 𝛽8, 𝛽9 are four coefficients of four stocks, which are 

transformed by one-hot encoding in the data set. 

3.3.2.  Naïve Bayes 

Naïve Bayes classifiers are a family of linear “probabilistic classifiers” that assume the features are 

conditionally independent. Despite its simplicity, Naïve Bayes classifiers often perform surprisingly 

well, especially for text classification tasks, sentiment analysis and document categorization. 
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Abstractly, Naive Bayes is a conditional probability model: it assigns probabilities 

𝑝( 𝑌𝑘 ∣∣ 𝑋1, ⋯ , 𝑋𝑛 ) for each of the K possible outcomes or classes  𝑌𝑘 given a problem instance to be 

classified, represented by a vector 𝑿 = (𝑋1, ⋯ , 𝑋𝑛) encoding some n features (independent 

variables)[23]. 

Normally, there are three types of Naïve Bayes classifiers, Gaussian Naïve Bayes, Multinomial Naïve 

Bayes and Bernoulli Naïve Bayes. Multinomial Naïve Bayes classifier assumes a multinomial pattern, 

which is usually used for discrete data, particularly for text classification. Multinomial Naïve Bayes 

model is used in this paper. 

Naïve Bayes is based on the Bayes Theorem: 

P( 𝑌 ∣ 𝑋 ) =
𝑃( 𝑋 ∣ 𝑌 ) ⋅ 𝑃(𝑌)

𝑃(𝑋)
(10) 

where 𝑃( 𝑌 ∣ 𝑋 ) is the posterior probability of class Y given features X while 𝑃( 𝑋 ∣ 𝑌 ) is the likelihood 

of features X given class Y. 𝑃(𝑌) indicates the prior probability of class Y and 𝑃(𝑋) is the evidence or 

the total probability of features X across all classes. 

3.3.3.  Random Forest 

Random forest or random decision forest is an ensemble learning method for classification and 

regression. At its core, random forest is made up of decision trees. Each tree is a model that makes 

decisions by splitting the data based on feature values. The splits are to maximize the separation between 

classes or to minimize error for regression tasks. For classification, the output of the random forest is 

the class selected by most trees. For regression, the mean or average prediction of the individual trees is 

returned[24]. During the construction of each tree, Random Forest randomly selects a subset of features 

to consider when making splits. This randomness helps in decorrelating the trees, ensuring that not all 

trees make the same splits, which would reduce the benefits of the ensemble approach. Random Forests 

are particularly known for handling large datasets with high dimensionality, and they provide high 

accuracy even when the underlying data has a lot of noise or missing values. 

3.3.4.  Gradient Boosting 

Gradient boosting is a machine learning method introduced by Friedman[25] for classification, 

regression and ranking tasks. It builds additive models by repeatedly fitting a simple, basic function to 

current pseudo-residuals through least squares in each iteration. The key concept of boosting is to 

progressively improve the model by addressing errors from the previous iterations. Gradient boosting is 

known for its flexibility compared to logistic regression model and its high accuracy. It performs well 

on complex datasets, capturing non-linear relationships and interactions between features. However, 

gradient boosting can be computationally expensive and costing and hard to interpret because of its 

sophisticated nature. 

3.3.5.  XGBoost 

XGBoost (eXtremeGradientBoosting) is a scalable end-to-end tree-boosting system developed by Chen 

and Guestrin[26], Boosting builds trees sequentially with each tree corrects the errors of the previous 

ones, aiming to minimize a loss function. XGBoost implement this precess with several optimizations. 

3.4.  Majority Vote 

Voting is an ensemble method, integrating the performances of various built-up models to achieve a 

promising prediction result. Its prediction accuracy is credible since it relies on distinct models rather 

than one. It usually is not prone to be affected by large errors or misclassifications from some minority 

models. Negative impact from one model can be offset by positive performances of other models. 
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4.  Model Training 

4.1.  Data Preparation 

Through the steps above, we have obtained the processed dataset ready for training and evaluating the 

model. Due to the large dataset, we randomly sampled 30% of the dataset (remaining about 96,4760 

rows) without repetitive rows before diving into rigorous machine learning methods. Then, for each 

model, we divided the data into training and testing sets for cross-validation, with 70% of data allocated 

for train and 30% for validation. 

4.2.  Model training 

4.2.1.  Logistic Regression 

We applied labels identified by platform users in the baseline model, the logistic regression model, and 

then replaced these labels with new labels got by using three dictionary in junction as judging criteria 

of sentiment. Neither approach demonstrated promising prediction accuracy as expected. Therefore, we 

used TF-IDF and cross-validation to refine our baseline model, meaning to improve accuracy. However, 

the accuracy did not significantly improve even after incorporating these techniques into the logistic 

regression. Since logistic regression model performs well in linear relationship, a possible reason for the 

undesirable outcome may be accounted for by the complicated non-linear relationship between 

sentiment and return. 

4.2.2.  Naïve Bayes 

Due to unpromising logistic regression model, this paper introduced other models, one of which is Naïve 

Bayes model. TF-IDF was incorporated into this model while medians imputed all cells of missing value, 

before we had unsatisfactory prediction results. Naïve Bayes model assumes independence of features 

in a dataset and performs better on discrete data more than continuous data. Nevertheless, some features 

were correlated in our dataset, such as “Return Label” and “Return Label Shifted Down”, while others 

followed a continuous distribution, say “Z-Score”. Since this model is a simple linear model, it might 

also fail for capturing complex patterns of our dataset. 

4.2.3.  Random Forest 

After four linear models, we shifted towards a more advanced model, Random Forest model. An 

improvement in prediction accuracy has been seen after using a hundred trees with maximum depth and 

minimum number of samples required to split an internal code to ten so as to avoid probability of 

overfitting. Came after naturally was the importance of each feature, shown in figure 3, calculated by 

assessing its contribution across all trees. It turned out that “Z-Score”, “Wf ∗ Sf”, “Return Label Shifted 

Down” boasted top three significance in rank. 

 

Figure 3. Feature importance of Random Forest model.  
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Fig 3 ranked all features used in the model by importance. 

4.2.4.  Gradient Boosting and XGBoost 

After Random Forest model, we took a step further, involving Gradient Boosting and XGBoost model 

into practice. Predictions were more accurate than Logistic Regression Model, close to the accuracy of 

Random Forest Model. Boosting model performed a repetitive process in which it started with a simple 

model, computed the prediction errors, trained a new model to reduce these residuals and combined the 

new model with the previous models to form a stronger model. Based on our prediction, we figured out 

the feature importance of Gradient Boosting model. Figure 4 Has illustrated the result. “Z-Score” stood 

out across all features, followed by “TSLA”, “Wf ∗ Sf” and “Return Label”.  

 

Figure 4. Feature importance of Gradient Boosting Model.  

Fig 4 ranked all features by contributions to prediction accuracy. 

Since XGBooost model is an implementation of the Gradient Boosting algorithm, it exploits 

principles of Boosting with some modifications. The algorithm used in this paper sets the evaluation 

metric to log loss to lower the difference between predicted probabilities and actual labels. Also, we 

leveraged TF-IDF to boost prediction accuracy. Figure 5 depicts how well each feature contributes to 

overall prediction results. “TSLA”, “Z-Score”, “AAPL” functioned as tier-one factors improving 

prediction accuracy. “Return Label Shifted Down”, “NVDA”, “Return Label” and “AMZN” stood in 

tier two.  

 

Figure 5. Feature importance of XGBoost Model.  

Fig 5 showed how well each feature has improved prediction accuracy.  

*TFIDF-first factor is the vector of all vectors contributing most to the accuracy. 
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5.  Evaluation Results 

Table 4 and Figure 6 (seen in appendix) summarizes performance of all models on the test set using the 

defined metrics, which are prediction accuracy, precision, recall, F-1 score and AUC. The detailed 

results for each model are presented below. 

Table 4. Performance comparison 

Model Accuracy Precision Recall F-1 AUC 

Baseline Model 0.54 0.55 0.88 0.68 0.53 

Logistic Regression (With TFIDF) 0.54 0.55 0.87 0.67 0.52 

Logistic Regression (With TFIDF and Cross-

validation) 
0.54 0.55 0.84 0.66 0.53 

Naïve Bayes 0.53 0.54 0.84 0.66 0.53 

Random Forest 0.74 0.71 0.89 0.79 0.86 

Gradient Boosting 0.73 0.69 0.91 0.78 0.84 

XGBoost 0.89 0.89 0.90 0.90 0.96 

Majority Vote  0.72 0.67 0.95 0.69 0.89 

 

As shown in Table 4 and Figure 6 (seen in appendix), Logistic Regression model and Naive Bayes 

model didn’t present prediction accuracies as expected. In contrast, the Random Forest, Gradient 

Boosting, XGBoost and Majority Vote model have shown promising accuracy. However, we also 

noticed that all indicators of XGBoost, especially, are significantly higher than other models, 

demonstrating an unusually high accuracy in predicting the stock return. This might suggest a potential 

overfit of the model.  

 

Figure 6. Performance Comparison.  

Fig 6 compares performance of eight models and Majority Vote Model demonstrated its superiority 

over the others. 

To shelve the potential influence of overfit problem, we used majority vote as the last model to 

conduct prediction, which absorbed three models into the development of model, Gradient boosting, 

XGBoost and Random Forest Model. The nature of the ensemble model could dimmish negative impact 

on prediction accuracy from potential defaulted model on a large scale and output a credible predicted 

result. 

6.  Conclusion and Future Work 

This research aims to predict the direction of stock returns (positive/negative) by utilizing sentiments of 

aggregated social media messages. Employed were Logistic Regression, Naive Bayes, Random Forest, 
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Gradient Boosting, XGBoost and Majority Vote model, six models in total, to facilitate such a prediction 

process. 

During the experiment, logistic models and Naïve Bayes didn’t perform as well as expected, while 

majority vote model granted promising predictive outcomes, revealing the relationship between features 

and dependent variables, which is the relationship between stock return and sentiment, does not follow 

simple linear pattern. Therefore, we utilized the other more complicated models to wrestle with the 

subtle and sophisticated pattern. 

Model training and evaluation outcomes have demonstrated the potential of using sentiment analysis 

to predict stock returns. Besides, outperformance of majority vote model than the other models suggest 

the superiority of such integrated model in sentiment-based stock return prediction because of its 

credibility. Apart from highlighting the influence of mass investors’ comments in identifying sentiments, 

the experiment also emphasizes the need to incorporate “likes” as an additional feature in sentiment 

analysis.  

However, several areas remain open for further exploration. One area for potential improvement is 

the inclusion of additional features to boost prediction accuracy. For instance, “Shares” as another outlet 

of emotions, which sometimes can indicate stronger sentiment towards some news or opinions from 

other investors than “likes”. “Views” as an important indicator can embody mass focus, thus reflecting 

sentiments. Moreover, integrating diverse data sources such as analyst reports and news articles, which 

significantly impact stock returns, could provide a more holistic view. Also, sentiments are better 

represented as a continuous spectrum rather than a binary classification with only “positive” and 

“negative” as standard. Despite the promising results attainted forehead, the accuracy of the XGBoost 

model can suggest some potential risk of overfitting, which might dimmish model accuracy and 

influence investors’ return on stocks. Last but not the least, stock market is much larger and more 

complicated than the scope of four stocks over a two-year period. Therefore, addressing these issues 

remains critical issues for our further exploration in this field.  

From the perspective of this field, sentiment analysis assisting investment, some concerns also orient 

our future exploration. The rampant overgrowth of bots and well-trained trolls spread fake news and 

sentiments, which are purely sentiment noise of the market. Second, deep learning models are emerging 

and fast growing, showing the public its brilliant competence in recognizing sentiment. Therefore, 

teasing out noise from true sentiments and leveraging large language models to sentiment analysis 

remain critical areas of focus in this evolving field.  
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Appendix: Figure and Table 

See Table S1, Table S2 and Table S3 

Table S1. Z-Scores and probability of occurrence by bins 

Z-Scores Probability of occurrence 

σ > 4 < 0.01% 

3.5 ≤ σ < 4.0 0.09 – 0.01% 

3.0 ≤ σ < 3.5 0.44 – 0.09% 
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2.5 ≤ σ < 3.0 1.75 – 0.44% 

2.0 ≤ σ < 2.5 5.40 – 1.75% 

1.5 ≤ σ < 2.0 12.95 – 5.40% 

1.0 ≤ σ < 1.5 24.20 – 12.95% 

0.5 ≤ σ < 1.0 35.21 – 24.20% 

0.0 ≤ σ < 0.5 39.89 – 35.21% 

Table S2. Correlation with Return Label Shifted Up 

Feature Correlation 

TSLA 0.038 

Return Label Shifted Down 0.016 

Z-Score 0.01 

NVDA 0.004 

Final Sentiment -0.0005 

Wf ∗ Sf -0.006 

Total Likes -0.0065 

AAPL -0.0233 

AMZN -0.0286 

Return Label -0.0308 

Table S3. Summary statistics of merged dataset 

Index 

Total 

Likes* 

Final 

Sentiment 
𝐖𝐟 ∗ 𝐒𝐟 Weight W * S 

Sentiment 

Label 

Z-

Score** 

Return 

Label 

Return 

Label 

Shifted Up 

Return 

Label 

Shifted 

Down 

AAPL AMZN NVDA TSLA 

Count 
3215874 3215874 3215874 3215874 3215874 3215874 3215874 

3215874 3215874 3215874 3215874 3215874 3215874 3215874 

Mean 
1.55 -0.08 0.00 0.00 0.00 0.27 0.78 

0.54 0.54 0.54 0.25 0.13 0.07 0.55 

Standard 

Deviation 

0.61 0.45 0.00 0.00 0.00 0.67 0.87 

0.50 0.50 0.50 0.43 0.34 0.25 0.50 

Minimum 

Value 

1.00 -1.00 -0.32 0.00 0.32 -1.00 -1.11 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Maximum 

Value 

21.41 21.45 1.00 0.06 1.00 0.32 1.00 

2.83 1.00 1.00 1.00 1.00 1.00 1.00 

* The “Total Likes” at the 25th, 50th and 75th percentiles is 1.00, 1.43, 1.71 each. 

** The “Z-Score” at the 25th, 50th and 75th percentiles is 0.09, 0.64, 1.00 each. 

Table S1. (continued). 
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