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Abstract: In the last decade, Texas has experienced increasing immigration and tremendous 

economic growth. The housing market of Texas, benefiting from the state's expansion, has 

caught the attention of a wide range of investors. An accurate prediction of future housing 

prices is crucial for investment decisions. The VAR model is a multivariate time series model 

that reflects how different inner-correlated variables influence each other, and it is widely 

used in housing price studies. This article will use the VAR model to forecast Texas housing 

prices for the next decade and compare the results with the forecast from the ARIMA model. 

Both models show an increasing housing price trend for the next decades, and the VAR model 

shows a significant correlation between housing prices and household income. Thus, it is 

reasonable to recommend investments in Texas real estate property. On the other hand, this 

article also believes that the increasing housing prices could pose challenges for lower-

income households and first-time buyers, and the government should develop policies that 

resolve the affordability issue. 

Keywords: Prediction, housing prices, ARIMA model, VAR model. 

1. Introduction 

The housing market is critical to the U.S. economic system. It influences economic stability and 

reflects economic growth and individuals' well-being.  Changes in housing prices can directly reflect 

and affect economic shifts and personal well-being. Understanding how housing prices change can 

be valuable for making investment decisions and gaining insights into broader economic and social 

trends. Therefore, accurate predictions of future housing prices are highly desirable. 

In recent years, an increasing Texas Housing market has drawn much attention from investors and 

researchers. Mikulic pointed out in his study that increasing immigration and tourism have caused 

the housing market to grow in Texas, even during the Pandemic period [1]. Some other factors, such 

as labor, the stock, and the mortgage market, have shown influence over the housing market through 

Antonakakis’ research [2]. Specifically, Hattapoglu and Hoxha pointed out that the tremendous 

economic growth of Texas in the past decade caused Texas housing prices to be in a growing trend 

[3]. In addition, Jiao and his team have provided evidence that the relocation of Tesla’s Gigafactory 

back in 2020 also had a positive effect on Austin’s housing market [4]. With those influential factors 

and sudden changes in Texas in the past few years make it a great example for analyzing how different 

they correlate with each other and how they affect housing prices. 
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Researchers often experiment with different models and methods to produce accurate predictions. 

Regarding housing prices, predicting with different correlated factors is a conventional method. Teoh 

used multinomial logistics regression (MLR) and SHapley Additive ExPlanations (SHAP) to analyze 

the changes in Melbourne and Ames’s housing prices, which those models are effective when 

evaluating the likelihood ratio of each variable towards a skewed housing price data set [5]. In 

Zhang’s research, a study of Boston housing prices using the Multilinear Regression model with 

Spearman Correlation Coefficient considering numerous possible relative factors, including 

environmental variables and transportation availability, successfully predicts the result to some extent 

[6]. While those models have shown successful predictions to different degrees, another model that 

has often been used in forecasting time series and is strongly correlated with other factors is the Vector 

AutoRegression (VAR) model. Canöz and Kalkavan utilized the Bayesian time-varying VAR(TAR-

VAR) model to analyze the macroeconomic variable, demonstrate that inflation and economic growth 

have a favorable effect on housing prices, and highlight that higher exchange rates attract investment 

instruments [7]. Another study conducted by Feng, using the VAR to analyze the housing market and 

monetary policy, suggested a stable long-term relationship between the inflation rate and housing 

prices [8]. Moreover, as the attention to the field of machine learning began to ramp up in recent years, 

researchers have discovered new methodologies using machine learning and neural networks to 

predict housing prices. Guo’s team reported that in research on China’s Housing prices, the innovative 

machine-learning methodology demonstrated results that outperformed traditional regression models 

[9]. Similarly, Park and Bae's research also conducted a comparison between different machine 

learning models with different classifiers and reported the remarkable performance of the Repeated 

Incremental Pruning to Produce Error Reduction (RIPPER) algorithm in enhancing the predictability 

of Virginia real estate prices [10]. 

Overall, housing prices have always been a high-profile topic that has attracted numerous scholars. 

This research will focus on forecasting future housing prices in Texas, discovering the correlation 

between influential factors on housing prices using the Autoregression Differencing Moving Average 

(ARIMA) and VAR models, and providing suggestions for investors and potential buyers.  

2. Methodology 

2.1. Data sources 

In this research, three sets of data are being considered: housing prices, population, and household 

income. The median housing prices data is obtained from the Texas Real-Estate Research Center, and 

the later two data sets are accessed through the Federal Reserve Bank of St. Louis. All three data sets 

are annual data from 1990 to 2022. A total of 33 years of data will allow us to analyze the long-term 

changes in the Texas housing market.  

2.2. Variable selection  

The data set of housing prices consists of numerous variables, including average housing prices, 

median housing prices, sales, dollar volume, etc. In this study, the author chose to use the median 

price as the data for housing prices. The distribution of housing prices is usually right skewed, using 

median price as housing price data better reflect typical housing price value. For the same reason, the 

median household income is chosen to be the household income data.    

As shown in Figure 1, Texas housing prices have generally followed a stable upward trend over 

the past 33 years. From 1990 to 2010, the increase was gradual, but starting in 2011, the trend became 

more rapid. Beginning in 2020, the increase became even sharper. 
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Figure 1: Texas Annual Median Housing Prices. 

2.3. Model introduction 

Two different time series models are being used in this table. The first one is the ARIMA model. The 

ARIMA model contains three different parts: Autoregression (AR), Differencing (I), and Moving 

Average (MA). The AR component is responsible for regressing the lagged(past) value and calculates 

how the passing value affects the current value. The differencing step removes the seasonality of data 

by subtracting the current observation from the previous observations and making the time series 

stationary. The MA part captures the errors of past terms and considers their influence over the current 

term. 

The VAR model is a generalization of the univariate autoregressive model used for forecasting a 

vector of time series. In the VAR model, all variables are treated symmetrically, meaning they all 

influence each other equally. An important parameter in the VAR model is variable p, which refers 

to the number of lags included in a linear combination. The VAR model evaluates the correlation 

between previous lags and the current value. For instance, a second-order VAR model would use data 

from the two previous time periods to evaluate how the past two data sets affect the current data. 

Since the VAR model analyzes and forecasts time series simultaneously, it has been widely used in 

economic analysis, natural science, and housing prices. This article will use population and household 

income to build the VAR model with housing prices. 

3. Results and discussion 

3.1. Space considerations 

Both ARIMA and VAR models require stationary data, so the first step is to ensure the stationarity 

of all data sets. Figure 2, 3 and 4 display the ACF graph of housing prices, population, and household 

income time series. All three ACF graphs showed similar behavior. A high autocorrelation can be 

observed in the first few lags, and it quickly diminishes to zero in the following few legs, showing 

signs of stationarity among these time series. Thus, no further data processing is needed. 
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Figure 2: The ACF Plot of Housing Prices 

  

Figure 3: The ACF Plot of Population 

 

Figure 4: The ACF Plot of Household Income 

3.2. Model evaluation 

Various aspects and variables can be considered when evaluating the performance of a model. Two 

conventional ways of evaluating the model are comparing the fitness of the model to the data and the 

accuracy of the forecast on data that hasn’t been presented to the model. The better-fitted model and 

better forecast on unseen data would presumably be considered the better model. Therefore, this 

article uses two variables to evaluate the model performance (Table 1).  

The first one is the Akaike Information Criterion (AIC) value, which evaluates the fitness of a 

model to the data. A lower AIC value indicates better fitness. However, AIC assumes an infinite 

amount of data, that more data would lead to better accuracy, and that the data set being studied only 
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contains 32 observations. Therefore, instead of using the AIC value, the Akaike Information Criterion 

correction (AICc) value will be used. The AICc value converts the result of AIC into a large sample 

size by adding a correction term, allowing smaller sample size data to fulfill the AIC assumption. 

The second variable is Mean Absolute Percentage Error (MAPE), which measures the mean 

absolute error percentage between actual data and forecast data. In order to evaluate how models 

perform on unseen data, the data set will be split into two parts. The first part will be the training set, 

which contains data from 1990 to 2017, and the second part will be the testing set, which will be data 

from 2018 to 2022. The table below presents the results of different models.  

Table 1: Evaluation Table 

Model AIC MAPE 

ARIMA(0,2,1) 490.04 5.783375 

VAR with Income & Population (p = 2) 1267.24 11.63069 

VAR with Income & Population (p = 3) 1232.13 9.077905 

VAR with Income & Population (p = 4) 1203.99 8.614628 

VAR with Income & Population (p = 5) 1187.19 15.6441 

VAR with Income(p = 2) 935.747 7.478765 

VAR with Income(p = 3) 907.213 8.26231 

VAR with Income(p = 4) 878.901 8.932848 

VAR with Income(p = 5) 851.466 12.90635 

VAR with Population(p = 2) 817.404 11.39308 

VAR with Population(p = 3) 796.181 10.88666 

VAR with Population(p = 4) 778.272 12.35774 

VAR with Population(p = 5) 757.524 16.87678 

 

As Table 1 shows, the ARIMA model has the lowest AIC value and the lowest MAPE value, 

showing a better overall performance.  Among all different kinds of VAR models, the VAR model 

with housing prices and population when p = 5 has the lowest AIC value. However, it also has the 

highest MAPE value. The model best fits the data but performed poorly when engaging with unseen 

data, which indicates signs of overfitting. The VAR model with housing prices and household income 

(p = 3) has a relatively lower MAPE value and a relatively median AIC value. Therefore, the article 

believes that it has the best performance among VAR models. The next step is to use the ARIMA 

model and VAR model with household income and housing prices (p = 3) to generate forecasts on 

future housing prices. 

3.3. Forecasting 

Figure 5 and 6 present the results of ARIMA and VAR forecasts for the next decade. 

 

Figure 5: ARIMA(0,2,1) Forecast on Texas Housing Prices 
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Figure 6: VAR Forecast on Texas Housing Prices 

Both models provide a forecast showing a continuously increasing trend in housing prices. The 

ARIMA model possesses a relatively more gradual increasing trend, and the VAR model is increasing 

more rapidly. 

3.4. Check residuals 

The last step is to check the reliability of the model and ensure it resembles white noise and is suited 

for forecasting. Figure 7 shows the residual plot of the ARIMA model. As the ACF plot shows, the 

autocorrelation of all lags is below the dashed line representing the significance level. This indicates 

that the model resembles white noises, showing evidence for the suitability of forecasting. Table 2 

shows the result of the Ljung-Box test for the ARIMA model, and the p-value is significantly bigger 

than 0.05, further proving the ARIMA model's reliability. 

 

Figure 7: Residuals from the ARIMA Model  

Table 2: Ljung-Box Test for ARIMA Model 

Q* df p-value 

3.1788 6 0.7861 
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Table 3: Portmanteau Test for VAR Model 

Chi-Squared df p-value 

26.971 28 0.5198 

 

Table 3 shows the result of the Portmanteau Test for the VAR model, and the p-value for the test 

is 0.5198, which is significantly greater than 0.05, indicating that the model resembles white noise 

and is suitable for applying forecasts. 

3.5. Critical thinking 

Both models have shown good performance in regard to model fitness and forecast accuracy. The 

ARIMA model outperforms the VAR model in both aspects with a slight advantage. Nevertheless, it 

does not mean that the ARIMA model is always better when considering housing price forecasts.  

Table 4: Summary Table of VAR model 

 Std Error t value Pr(>|t|) 

price.l1 2.1833 0.1708 12.784 6.18E-12 

income.l1 1.2838 0.498 2.578 0.0168 

price.l2 -1.849 0.3831 -4.826 7.18E-05 

income.l2 -0.3964 0.6264 -0.633 0.533 

price.l3 0.7409 0.2563 2.793 1.03E-02 

income.l3 -1.0278 0.5431 -1.893 0.0711 

const -2944.61 7320.839 -0.402 6.91E-01 
     

F-Statsitc: 1356 on 6 and 23 DF, p-value: < 2.2E-16 

 

Table 4 presents the summary table of the VAR model. The rightmost P-value column provides 

the p-value for each lag. A p-value smaller than 0.05 indicates a significant statistical influence of the 

specified lag over the current value. While the price’s lag provides the most significant influence over 

the current value, the lag 1 of income also showed a significant positive effect over the current value. 

It’s evident that there is a significant correlation between household income and housing prices. 

Therefore, it is still reasonable to consider using the VAR model to perform housing price forecasts, 

even if the accuracy of the VAR model is slightly lower. 

4. Conclusion 

As both models suggested an increasing trend for Texas housing prices, it is reasonable to recommend 

investors to invest in Texas real estate property.  As the population and income keep increasing, 

housing prices presumably are anticipated to keep growing for the next decades. However, while 

rising housing prices favor property investment, they may also put pressure on housing affordability. 

As prices continue to increase, it will become more challenging for first-time buyers and lower-

income households to purchase a living place. This article believes that action and policy from the 

government are crucial to balance the leverages. 

In conclusion, both models have predicted an increasing trend in housing prices for the next decade. 

By evaluating the model, this article concludes that the ARIMA model has a better performance than 

the VAR model, with household income as a correlated variable. However, the housing market is a 

complex and dynamic system that is influenced by numerous factors. Average household income is 

only one factor that has an inner relationship with housing prices. Many other factors, such as 
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mortgage rate or GDP, may also have a significant correlation with housing prices, and experiments 

with those variables may have the potential to generate a more accurate prediction. 
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