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Abstract: This paper mainly shows the comparison of two models, the time series model and 

the panel data model in economic data processing and forecasting. Using GDP data from the 

United States, Japan, and the United Kingdom, the study assesses the advantages and 

limitations of each model in predicting economic trends. In terms of time series models, the 

ARIMA model (AutoRegressive Integrated Moving Average) is utilized for single-variable, 

non-stationary data analysis, offering robust short-term forecasts while accounting for trends 

and seasonality. But the disadvantage is that it cannot handle more complex data and cannot 

show the impact of other factors on the data being processed. On the other hand, the panel 

data model efficiently handles multi-dimensional datasets, incorporating economic indicators 

from various countries to explore inter-variable relationships. The disadvantages are that it 

requires a huge database, greater time cost, etc. Although the fit to history is good, the 

prediction results are not very accurate without a good simulation environment. Through this 

comparison, comparison of relevant statistical values provides a certain reference for 

selecting models for future economic predictions. Evaluation metrics such as Mean Squared 

Error (MSE), Mean Absolute Error (MAE), and R-squared (R²) were used to measure the 

models’ accuracy. 
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1. Introduction 

With the development of economic globalization, economic forecasting has become increasingly 

important, not only for government policy decisions but also for corporate decisions and many other 

fields. Having a better ability to predict future trends means being able to make better investment 

choices, resource allocation, and more. However, there are now various models for economic 

forecasting, including statistical models, AI models, etc. So the differences between these models and 

how to choose these models becomes a problem. This paper is going to discuss the comparison of 

two classic statistical models, the time series model and the panel data model, in GDP forecasting. In 

the process of comparison, we will mainly explore the advantages, disadvantages, and applicable 

environments of these two models in economic forecasting. After understanding the differences 

between the two models, a certain reference will be given for economic forecasting. First, the time 

series model is effective in predicting a single variable. It relies on long-term observations to forecast 

future trends. Of course, this prediction is in line with the time trend. And this model is consistent 

with the changes in the four seasons. Its advantage is obviously that it is based on single variable 
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analysis and is simple and easy to understand. Most data with long-term records will use this model. 

However, the economy is a very complex forecast, which is related to government spending, 

household consumption, and many other variables. At this time, the shortcomings of the time series 

model that only rely on one variable are also obvious. Sometimes it cannot accurately and effectively 

predict the required content. When multiple countries and economic-related factors need to be 

analyzed, the panel model can play its role well. This model can study multiple data at the same time, 

such as the GDP of different countries, as well as government expenditures and household expenses 

in different countries, etc. This means that the panel data model can analyze economic data of multiple 

units by studying external factors. However, this is also a disadvantage of this model. More complex 

analysis models require more data and resources. Compared with time series analysis, this model 

requires several times more data to support, and it also has great limitations in GDP prediction, and 

the application conditions are relatively strict. This will be elaborated in more detail later in the model 

comparison. In general, this article will mainly evaluate the advantages and disadvantages of these 

two models in terms of GDP prediction, and also give suggestions for application in different 

situations for reference. The time series model is simpler and has advantages in certain single variable 

situations. Two-panel data analysis is suitable for analysis between multiple variables when there is 

a large amount of data support. Indicators such as Mean Squared Error, Mean Absolute Error and R-

squared will be used in the analysis to evaluate the accuracy of the model. In short, the key point is 

to choose different models in different situations and determine the model based on different data 

attributes and prediction ranges. The analysis of the two models can provide a reference for future 

prediction work and develop practical significance while taking into account accuracy. 

2. Methodology 

2.1. Data Preprocessing 

This comparison mainly uses time series analysis and panel data analysis to analyze the GDP of 

multiple countries, including the United States, Japan and the United Kingdom. At the same time, 

because of the characteristics of panel data analysis, data on government expenditure, household 

expenditure, and import and export quotas were added to this analysis. The time dimension is data in 

units of one year from 1960 to 2023. All the above economic data come from the World Bank Open 

Database. [1]The two different models that predict the GDP is running on the python. But efore 

applying the models, the dataset was carefully preprocessed. Data from the World Bank Open 

Database was download as cvs file to better fit the python, and the data were filtered to include only 

the target countries, United States, Japan, and the United Kingdom. In addition, all the missing values 

were removed to ensure consistency, and all the relevant data was transformed into a panel format to 

facilitate comparison between countries. This preprocessing step is crucial for ensuring the reliability 

of the results, as it reduces noise and inconsistencies in the dataset, leading to more accurate model 

predictions.  

2.2. Model Implementation 

In selecting the models, this study chose the time series model (ARIMA) and panel data model, 

respectively, based on the data characteristics and forecasting needs.The ARIMA model is suitable 

for univariate data with time dependence, and is capable of short-term forecasting through historical 

trends, and performs better especially when the data are non-stationary. On the other hand, panel data 

models are suitable for dealing with multidimensional data and multivariate datasets across countries, 

which helps to analyse the relationship between different countries and multiple economic indicators. 

Therefore, these two models were selected for comparative analysis, taking into account the object of 

the study and the characteristics of the data. 
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First, the time series model is used. In this analysis, the ARIMA model is used to predict the GDP 

of the United States from 2014 to 2023 to compare with the actual situation. "Autoregressive 

Integrated Moving Average Processes... are a class of models that includes both nonstationary models 

like the random walk and stationary autoregressive and moving average models... They offer a 

flexible tool for analyzing time series that may contain trends and seasonality. The models are defined 

by their orders, denoted as ARIMA(p,d,q), where p is the order of the autoregressive part, d is the 

degree of first differencing involved, and q is the order of the moving average part". [2] This 

framework allows us to handle the non-stationarity of GDP data effectively. We used an 

ARIMA(1,1,1), P=1 means that the model only considers the impact of the previous period's data on 

the current value, d=1 means that the sequence requires one difference to reach a stationary state, q=1 

means that the model only considers the impact of random fluctuations in the previous period on the 

current value. In this part of the panel analysis, the relationship between the GDP of different 

countries and other data (various expenditures, etc.) is used to achieve predictions. "Panel data 

analysis provides a framework in which to observe and analyze a dataset containing observations on 

multiple phenomena observed over multiple time periods.” [3] It enables the management of 

heterogeneity that does not change over time among different entities, making it exceptionally 

appropriate for analyses that compare multiple nations.  

2.3. Evaluation Metrics 

After completing the analysis using the two models, several statistical values will be used to analyze 

the results. This including MSE, MAE and R^2. Use these indicators to evaluate the model because 

all these indicators are helpful to the accuracy and practical use of the model.In this study, mean 

square error (MSE), mean absolute error (MAE) and coefficient of determination (R²) are used as 

model evaluation indicators. Among them, MSE is used to measure the squared difference between 

the predicted and actual values of the model, and the smaller the value, the higher the prediction 

accuracy; MAE is used to assess the average absolute difference between the predicted and actual 

values, which is suitable for judging the absolute magnitude of prediction error; R² coefficient of 

determination is used to evaluate the ability of the explanatory variables of the model in explaining 

the dependent variable, and the closer R² is to 1, the better the model fits the data. These indicators 

comprehensively evaluate the performance of the model on different datasets and help us judge the 

strengths and weaknesses of the model. "The root-mean-squared error (RMSE) and mean absolute 

error (MAE) are two standard metrics used in model evaluation. For a sample of n observations 

yiy_iyi and n corresponding model predictions yiyîyi .” [4]  𝑀𝑆𝐸 =
1
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 is used to measure how 

much of the variance in the dependent variable is predictable from the independent variables. In order 

to better present the forecast effect, the data will be visualized, using line charts to display annual 

changes in GDP and forecasts. In this way, we can better see the differences between the two models 

and find the appropriate positioning for them. [5] It can be seen from those comparison and find out 

the reasons for using them, and those method are good references for evaluating the model. Finally, 

the accuracy and applicability of these two models in predicting economic data will be analyzed 

through data visualization and these data, so as to provide prediction reference for other forecasters.  

3. Results 

The first picture predicts U.S. GDP from 2014 to 2023. The second picture uses the original data as 

a comparison and also predicts GDP in the next ten years. 
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Figure 1: Figure with short caption(data from 1) 

 

Figure 2: Figure with short caption (data from 1) 

The figure shows us the most basic data visualization information, allowing us to clearly see the 

predicted trends and results. The x-axis represents time, and the y-axis represents GDP in U.S. dollars. 

There are also three parameters that need to be compared, calculated based on the predicted content. 

It can be clearly seen that for the time series model, that is, the prediction made by the ARIMA model, 

its MSE value is approximately within the range.3.8e22 to 1.22e23. MSE measures the average 

squared difference between actual and predicted values, and in this case its value is low enough, 

meaning more accurate predictions. Generally speaking, this error is enough to better reflect the 

prediction made by the model and achieve good results. The next value to consider is MAE, which 

ranges from 1.26e12 USD to 1.86e12 USD in the ARIMA model. This means that the difference 

between forecasted GDP and actual GDP is, on average, no more than this range in each condition. 

This can also illustrate the accuracy of this model. The last one is the R² values. the R² values in the 
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ARIMA model are high. In the first time series forecast shows an R² of 0.9986, which means that 

nearly 99.86% of the variance in GDP can be explained by the ARIMA model. Next, look at the 

comparison between the predicted part and the actual part in the figure. It can be clearly seen that 

within the range of the above three values, the prediction of ARIMA is very consistent with the trend 

of actual GDP. The accuracy of the predictions made for the next ten years in the second picture 

cannot be directly visualized, but these three values give a certain reference. 

Next is the analysis of the panel data model. The panel data model predicts the GDP of the United 

States in the next few years, from 2023 to 2030. At the same time, the model also uses the GDP and 

government expenditure data of three countries, such as the U.S. stock market, Japan, and the United 

Kingdom, as a reference to make past GDP fittings. 

 

Figure 3: Figure with short caption (data from 1) 

According to the calculation results of the model in the figure, we can see that the difference 

between MSE and time series models is not large, both of them are around 1.3e+23, basically within 

that interval. But the difference in the subsequent MAE is very large, for the second model, the MAE 

are almost twice as the time series model. It can clearly see from the figure that although the GDP 

fitting from 1970 to 2023 is very good, the subsequent predictions have no reference value. This 

means that its accuracy cannot be used to make any reference. And just because of that, although its 

R² is within the normal range, R² measures how well the model fits the historical data it was trained 

on, but it doesn't always reflect future prediction performance. It can be seen from here that the results 

obtained through panel data model analysis are more inclined to analyze multiple countries and the 

impact of multiple economic indicators on GDP. 

The most critical advantage of time series models is that they are very good at making predictions 

about a single economic attribute of a single country. Because it can accurately capture historical 

trends. For example, the prediction of U.S. GDP just shown. The prediction made by this model is 

very consistent with the trend of historical GDP. It helps “capture the dynamic nature of 

relationships”.[6] But at the same time, this also gives this model a disadvantage, that is, the model 

cannot combine various other factors, such as government spending and the GDP of other countries, 

etc. In other words, it cannot handle more complex calculations. Another limitation of time series 

models is the reliance on the stationarity of data. “They assume linearity, stationarity, and constant 

coefficients over time, which may not hold in all cases”. [6] A When data is non-stationary, The 
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accuracy of forecasts may be affected. “Statistical models that are used in forecasting future values 

of economic time series may not be too useful in predicting a specific event, like a recession”. [7] 

Panel data models are very helpful for comparing the GDP of multiple countries. When processing 

different data from multiple countries, such as household expenditures, import and export amounts, 

and GDP, this model can perform multi-dimensional comparisons of the above data. “Panel data 

usually give the researcher a large number of data points…hence improving the efficiency of 

econometric estimates.” [8] However, this model relies heavily on huge data, and at the same time 

takes into account the mutual influence of each data, and needs to create a good comparison 

environment. At the same time, the calculation cost and time cost will increase. These factors need to 

be considered when making predictions in reality. 

It is also obvious that this model is not very suitable for predicting the future. In order to make a 

more accurate prediction rather than fitting it with past data, it may need to add other variables, more 

data or Simultaneous analysis using time models. 

4. Conclusion 

Time series models and panel data models are used in comparisons of forecasting future GDP. It is 

concluded that the ARIMA model is used in economic forecast analysis, such as the future GDP of 

the United States. Although the forecast numbers are not that precise, they are very consistent with 

what actually happened in terms of trends. It captures the characteristics and trends of historical data 

very well and makes a sufficiently accurate analysis. However, it is less capable when dealing with 

complex multivariate relationships. This model has limitations when dealing with multiple countries 

or when in needs of joining multiple data for analysis together. Therefore, it is a better choice to use 

this model when analyzing single data without considering other influencing factors. On the other 

hand, panel data analysis provides a very good historical data fit by combining the GDP data of 

multiple countries and various other factors including government expenditures, import and export 

quotas, etc., which can be used to analyze other economic data and GDP. The relationship is very 

suitable. However, it demands a larger data set, increased computational resources, and does not 

provide the same prediction accuracy when applied to future GDP trends. Ultimately, it can be 

concluded that time series models are better suited for simpler, single-variable predictions, while 

panel data models are more appropriate when analyzing broader, multi-variable economic scenarios, 

although with some limitations in forecasting future trends. 
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