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Abstract: Stock market price prediction is one of the core subjects in the financial field. With 

the increase in market complexity and volatility, accurate stock price prediction has important 

decision-making significance for investors, financial analysts, and related institutions. This 

paper aims to use a linear regression model to analyze the historical data of Samsung 

Electronics stock, and then predict its future stock price trend. The research begins with a 

pre-processing of the original data set, including data cleaning and feature engineering, to 

remove noise data and select valuable feature variables. Then, a linear regression model was 

used to build a stock price prediction model, and the prediction effect of the model was 

evaluated using mean square error (MSE) to measure the accuracy of the forecast results. To 

further verify the validity of the model, this paper also makes a comparative analysis of the 

actual stock price and the predicted stock price and reveals the performance of the model in 

practical application through error analysis. The results show that the linear regression model 

can reflect the trend change in stock price to a certain extent. However, its prediction accuracy 

is still affected by many factors, suggesting that more complex models or technologies should 

be introduced for further optimization in the future. 
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1. Introduction 

The stock market is a highly complex and volatile system. Stock prices are affected by many factors, 

including the company's financial condition, macroeconomic factors, market sentiment, etc. 

Therefore, accurately predicting stock prices has always been an important task in the field of 

financial analysis and investment. With the rapid development of artificial intelligence and the 

continuous improvement of financial derivatives, quantitative investment strategies have developed 

rapidly in China [1]. Scholars use machine learning and other tools to study the rise and fall of stocks 

and their rise and fall ranges. Wang et al. used logistic regression to predict the rise and fall trend of 

stocks and made a case analysis of the historical stock price trend of Guiyang Bank and achieved 

good results [2]. Ma et al. used random forest and XGboost algorithm to study the trend change of 

stocks in agriculture, forestry, animal husbandry, and fishery industries, and the results showed that 

the accuracy rate of the model to predict the trend of stocks in agriculture, forestry, animal husbandry, 

and fishery industries was as high as 91.55% [3]. Zhang et al. used the method of linear regression to 

predict the stock trend and designed and implemented the popular stock analysis and recommendation 

system based on linear regression [4]. 
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Although the existing research methods have achieved varying degrees of success in stock price 

prediction, there are still many challenges. First, stock market volatility is affected by many factors, 

and a single historical stock price data often fails to fully capture the complexity of the market. Second, 

traditional forecasting models, such as linear regression, may not be able to fully capture the deep 

rules in the stock market when faced with non-linear relationships and high-frequency data. Thirdly, 

the overfitting problem of the model is still a major difficulty in stock price forecasting, especially 

when the training data is too complex or the sample size is insufficient, the forecasting ability of the 

model may decline significantly. In addition, factors such as market sentiment and unexpected events 

often cannot be effectively predicted through historical data, which also limits the accuracy of existing 

methods. 

This article will use a linear regression model to forecast the historical stock price data of Samsung 

Electronics (005930.KS). 

The goal of this study is to use a linear regression model to predict the future closing price based 

on historical stock price data such as the opening price, the highest price, the lowest price, etc. 

Through this process, this paper explores the applicability of linear regression in stock price 

forecasting, as well as its advantages and disadvantages. 

2. Data source and preprocessing 

The data set used in this study was from Samsung Electronics Stock Historical Price (005930.KS) on 

Kaggle. The dataset contains historical trading data for Samsung Electronics stock. As the world's 

leading technology enterprise, Samsung Electronics shares have attracted great attention and 

influence in the global market, and its stock price fluctuations are closely related to the global 

economy, technological innovation, and industrial development, so it has strong research value. By 

analyzing the stock price of Samsung Electronics, we can reveal the influence of different market 

factors on the stock price fluctuations, and then provide a reference for the design and optimization 

of the stock price prediction model. 

The dataset contains daily trading data of Samsung Electronics stock from 2019 to 2024, providing 

rich historical information suitable for time series analysis. The data needs to be cleaned and 

processed before it can be analyzed. The main steps of data cleaning include: 

Missing value processing: First check whether there are missing values in the data, and fill or 

delete them according to the situation. 

Feature selection: To predict the closing price, the opening price, the highest price, the lowest price, 

and the trading volume are selected as the feature variables because these variables have a strong 

correlation with the trend of the stock. 

Read the data and draw a time series diagram of the closing price as shown in Figure 1, where the 

horizontal coordinate represents the date and the vertical coordinate represents the closing price of 

the stock on that date. 

 

Figure 1: Timing diagram of closing prices (Photo/Picture credit: Original). 
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3. Model construction and training 

3.1. Linear regression model 

Linear regression is a basic regression analysis method, that predicts the target variable by fitting the 

linear relationship, establishes the linear mathematical model, and makes the evaluation prediction to 

deal with the linear regression relationship between the dependent variable and the independent 

variable [5]. Linear regression models attempt to make predictions by finding the best linear 

relationship between the characteristic and target variables (the closing price). In this study, the model 

aims to predict the closing price through characteristic variables such as the opening, high, and low 

price. 

The mathematical expression of the model is as follows: 

 �̂� = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 (1) 

Where: �̂�is the predicted closing price; 𝑥1, 𝑥2, 𝑥3Are the opening price, the highest price and the 

lowest price; 𝛽0, 𝛽1, 𝛽2, 𝛽3 is regression coefficient. 

The regression coefficient is optimized by minimizing the loss function (mean square error). 

During training, the model gradually adjusts these coefficients to minimize the difference between 

the predicted results and the actual results. 

3.2. Data segmentation 

To evaluate the generalization ability of the model, the data set was randomly divided into a training 

set and a test set. The training set is used for the training of the model, while the test set is used to 

evaluate the model's predictive performance on unseen data. The ratio between the training set and 

the test set is 80:20%. 

3.3. Training process 

The regression coefficient is solved by the gradient descent method. The training process adjusts the 

model's parameters iteratively until the loss function converges. The regression coefficients obtained 

by the model are shown in Table 1, in which the first column represents the feature and the second 

column represents the coefficient corresponding to the feature. 

Table 1: Regression coefficient 

Feature Coefficient 

Open -0.624194 

High 0.749498 

Low 0.873528 

Then draw a line chart comparing the actual stock price with the forecast stock price. As shown in 

Figure 2, the horizontal coordinate represents the number of the test data set, the vertical coordinate 

represents the stock price, the blue line represents the real value of the stock price, and the red line 

represents the predicted value given by the model. As can be seen from the figure, the two lines almost 

coincide, indicating a good-fitting effect. 
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Figure 2: The actual share price compared with the forecast share price (Photo/Picture credit: 

Original). 

3.4. Model evaluation 

This paper evaluates the performance of the model by means of mean square error (MSE) and 

correlation coefficient () on the test set. 𝑅2MSE is a commonly used metric for evaluating regression 

tasks and represents the average of the sum of squares of the difference between the predicted and 

actual values. A lower MSE indicates that the model is more predictive. 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

 (2) 

𝑅2The metric is a measure of how well the model fits the data. R2 ranges from 0 to 1, with closer 

to 1 indicating that the model is better able to explain the variance of the data, and closer to 0 

indicating that the model is less able to explain the data [6]. 

 𝑅2 = 1 −
∑ (𝑦𝑖−𝑦�̂�)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�)2𝑛
𝑖=1

 (3) 

The calculation results of MSE and are shown in Table 2: 𝑅2. 

Table 2: MSE with values 𝑅2 

Metric Value 

MAP 119653.378577 

𝑅2 0.999159 

3.5. Results and analysis 

In this paper, a linear regression model is used to make a stock price forecast for the historical data 

of Samsung Electronics stock. By cleaning, standardizing and feature engineering the data, the model 

can predict the trend of stock price to a certain extent. The model's predictive effect is relatively good, 

especially on days when the stock price is not volatile, and the prediction error is small. However, on 

days of high volatility, the prediction error was relatively large. On the test set, the mean square error 

(MSE) of the model is about 119,653. This is a relatively high value for stock market data, but it is 

still acceptable, especially if the stock market is volatile. 

This result is consistent with Poon's research, in which he compared linear and nonlinear models 

for stock return forecasting, and found that although linear models were able to capture the basic trend 

of the stock market, they had lower prediction accuracy when the stock market fluctuated sharply [7]. 
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This is consistent with the larger error of the model in this paper when the stock market fluctuates 

greatly. 

Tsai's research points out that stock market forecasting is often affected by big data and non-linear 

factors, and it is often difficult to capture the complexity of the market by relying solely on linear 

regression models [8]. Although linear regression models have some explanation and conciseness, 

they may not perform well in capturing the non-linear characteristics of the stock market. The results 

of this paper show that the prediction error of linear regression is larger in the case of high stock price 

volatility, indicating that more non-linear methods need to be combined to optimize the forecast. 

Zhang proposed a hybrid model that combines linear regression with a long short-term memory 

network (LSTM) to improve the accuracy of stock market prediction [9]. The study shows that a 

single linear regression model may not be enough to capture long-term dependencies in stock market 

data, and deep learning models such as LSTM are able to make up for this deficiency to a large extent. 

Therefore, future research may consider combining linear regression with more complex machine 

learning or deep learning methods to improve the accuracy and stability of predictions. 

Gupta's research emphasizes the feasibility of using linear regression for stock price prediction in 

a multi-feature environment [10]. They point out that using more features (such as technical indicators, 

financial data, etc.) can improve forecasting accuracy. Although the model in this paper uses basic 

stock price data, it can still optimize the forecasting effect by adding more market-related features. 

Huang made a stock market trend prediction based on the multiple linear regression model and 

proved that the multiple regression model can effectively capture the basic trend of the stock market, 

but its effect is still limited under extreme market conditions [11]. The results of this paper are 

consistent with this study, indicating that the model's prediction effect is relatively poor when the 

market fluctuates abnormally. 

Sharma's article pointed out that although machine learning methods have made significant 

progress in stock market prediction, linear regression is still a benchmark model, especially when the 

data volume is small or the features are simple [12]. Through the analysis of historical data, this paper 

verifies the effectiveness of the linear regression model under certain conditions, but also shows its 

limitations in dealing with complex stock market fluctuations. 

To sum up, although the linear regression model shows some effect on stock price prediction, 

especially when the market is stable, the prediction error is larger when the stock market fluctuates 

violently. This shows that the linear regression model has certain limitations, and more complex 

models and more features can be combined in the future to further improve the accuracy and reliability 

of the forecast. 

4. Conclusion 

This paper uses a linear regression model to forecast the stock price of Samsung Electronics 

(005930.KS) based on its historical data. Through data cleaning, standardization, and feature 

engineering processing, a regression model based on historical trading data (such as opening price, 

high price, low price, etc.) is constructed. The experimental results show that the linear regression 

model can predict the stock price trend to a certain extent, especially when the stock market is less 

volatile, and the prediction error is small. However, the model shows a large prediction error when 

the stock market fluctuates sharply, especially in periods of sudden market events or large mood 

fluctuations, which shows the limitations of the linear regression model. 

Through comparison with relevant literature, this paper finds that although the linear regression 

model has a certain application value in stock price prediction, its prediction accuracy is limited when 

facing nonlinear complex relations. Therefore, future studies can explore more complex models, such 

as deep learning models (such as LSTM, GRU, etc.), combining time series data with other auxiliary 

Proceedings of  the 4th International  Conference on Computing Innovation and Applied Physics 
DOI:  10.54254/2753-8818/84/2025.21203 

89 



 

 

features (such as market sentiment, company financial status, etc.) to improve the accuracy of stock 

price prediction. 

In addition, this study only used historical stock price data as a feature. In the future, multi-

dimensional features such as macroeconomic indicators and industry data can be further added to 

optimize feature selection and further improve the forecasting ability of the model. At the same time, 

considering the uncertainty and external interference factors of the stock market, combining multiple 

forecasting methods and integrated learning may provide more robust and accurate forecasting results 

in a more complex market environment. 

In general, although the linear regression model has some limitations in stock market forecasting, 

this study provides a basic framework for exploring the field of stock price forecasting and provides 

useful enlightenment for the design and improvement of diversified and in-depth stock market 

forecasting models in the future. 
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