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Abstract: With the development of computer technology, various disciplines are committed 

to promoting the combination of disciplines and computer AI technology, mathematics is no 

exception, as one of the most important basic disciplines in the world, mathematicians are 

also actively trying the integration of mathematics and AI technology, one of the very popular 

directions is to promote the automatic proof of mathematics, with the help of AI to promote 

the further development of mathematics discipline, and inject new blood into mathematics 

discipline. But there exist some difficulties in the mathematical proving because of the 

differences between the Mathematical Logic and Computer Logic. To overcome the 

difficulties, Mathematician and computer scientist created many tools, like lean and Lean 

Copilot. Lean has a powerful type system and efficient proof capabilities. Lean Copilot, on 

the other hand, offers intelligent code suggestions and supports a variety of tasks, among 

many other advantages. In this paper, we will introduce the tool of mathematical 

formalization, LEAN, as well as the development process and future direction of 

mathematical automated proofs. 

Keywords: Lean, Formalization, Automated proofs, Mathematically proven, AI of 
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1. Introduction 

1.1. Background of automatic proving 

Mathematical proof automation refers to the process of using computer programs and algorithms to 

automatically complete mathematical proofs, which involves the proof of theorems, the selection of 

proof strategies, and the generation of proof processes. With the development of mathematics, people 

gradually realize that mathematical proof is particularly important in the development of mathematics, 

to improve the efficiency and accuracy of mathematical proof, it reduces the burden of 

mathematicians, and promotes the development and innovation of the discipline, mathematicians 

have invested more and more energy into the realization of mathematical automatic proof. 

1.2. Background of lean's emergence 

The two most important properties of mathematics, correctness and rigor, are facing threats. 

Mathematics, as a subject with extremely high threshold and rich content, is difficult for both 
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professional mathematicians and amateur math enthusiasts to master every field of mathematics, 

especially the relatively specialized theorems and proofs in mathematics. People have little exposure 

to these theorems and proofs. Since people rarely met these contents, is there a possibility that a 

mathematical theorem or proof may have problems? In fact, people always make mistakes, and the 

possibility of errors occurring is evident in the limited exposure to such content. And if people learn 

and develop based on a wrong theory. So, all the results obtained will be invalid, which will have a 

devastating impact on the mathematical community. In this environment, mathematicians urgently 

need a tool that can express mathematical proofs in a standardized way, and lean emerged in this 

environment. 

This paper will give a detailed introduction to mathematical formal proofs and mathematical 

automated proofs, explore the bright prospects of the combination of mathematical formal proofs and 

AI technologies, and summarize the existing development process and future development directions. 

It mainly focuses on the unique advantages of lean compared with other mathematical formal 

languages, such as powerful type system, built-in proof capabilities, and people's two attempts at 

automatic proof of mathematics, the use of chain of thought model, i.e., the birth of o1 and o3, and 

the development and use of lean copilot. The future prospect of realizing mathematical automated 

proofs will be analyzed from two directions: difficulties and development. 

2. Literature review 

2.1. The development of formal proof tools 

In the mid-20th century, the introduction of the Resolution Principle and Herbrand's Theory laid the 

foundation for formal proofs. In the 1970s and 1980s, multiple important theorems proving tools 

emerged, such as Coq and Isabelle, which became popular and supported interactive proofs. Since 

the 2000s, the application of dependency type theory in formal proofs has been increasing, allowing 

users to define more complex structures and functions, define mathematical objects and their 

properties more accurately, and express complex logical relationships through types. Lean is one of 

the representatives among them. [1] 

2.2. What is Lean? 

Lean has a bright future in the fields of computer programming languages and formal mathematics. 

It is an open-source project developed by Microsoft Research in 2013, which is not only a powerful 

functional programming language but also an interactive theorem prover. It enables the representation 

of proof process in computer language while simplifying the process of writing proofs [2].  

As shown in Figure 1 below, Lean is an important tool for formalizing mathematical proofs, 

serving as a bridge between formal theorems and formal proofs. It integrates computer programming 

with mathematical logic, providing new directions and injecting new vitality into the combination of 

mathematics and AI. 

In recent years, the field of mathematical logic has gradually formed a consensus on Curry Howard 

isomorphism, as the famous slogan goes: Proposition=type, proof=program [3]. The Curry Howard 

isomorphism establishes a channel between mathematical proofs and computer programming. Lean’s 

core principle is based on currying, a functional programming transformation method for handling 

multivariate functions. It refers to transforming a function from a callable f (a, b, c) to a callable f (a) 

(b) (c), improving the applicability of the function [4].  
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Figure 1: Illustration of a mathematical formal proof  

2.3. Characteristics of Lean 

Among many functional languages, lean stands out for its remarkable features. Compared to 

traditional functional languages such as OCaml or Haskell, Lean4 provides a more powerful type 

system and built-in proof capabilities. Compared with other theorem provers such as Coq and Agda, 

Lean4 has significant advantages in terms of resources, databases, and usability [5]. 

Lean 4 possesses several core features that make it stand out. It adopts dependent type theory, 

allowing types to depend on values, which is extremely important in formal proofs. Its powerful built-

in axiom system supports type classes and type constructors, making it easier to construct complex 

mathematical theories. As a pure functional language, Lean4 emphasizes a programming style 

without side effects, benefiting parallel computing and formal verification. Lean4 is also intelligent, 

capable of omitting certain theorem proofs and providing features such as automatic pairing, 

searching, and suggesting. With a rich resource library, including more than seventeen proven 

theorems and a systematic teaching and theorem query system, Lean4 offers robust support for 

learning and research. Despite the complexity of its type system, Lean4 achieves efficient code 

generation through a carefully designed compiler, demonstrating both high performance and 

practicality. 

3. Automating Proofs in Lean and Mathematical Theorems 

3.1. The Use of Lean Copilot 

Lean Copilot is a plugin designed specifically for the Lean environment, utilizing large language 

models (LLMs) to automate tasks such as proof strategy recommendations, premise selection, and 

proof search, enabling collaboration between humans and LLMs to infer formal mathematical proofs. 

This tool allows users to utilize LLM for proof automation in Lean, such as proposing proof steps, 

searching for proofs, and selecting relevant premises [6]. Lean Copilot addresses a core technical 

challenge: enabling LLM inference to run within the Lean environment. Its main functions can be 

broadly categorized into four areas. Firstly, Tactic Suggestion, where Lean Copilot dynamically 

provides proof strategy recommendations to assist users in selecting appropriate steps during the 

proof process. Secondly, Proof Search, which integrates LLM-generated strategies with existing 
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automated tools like AESOP to perform multi-step proof searches. Additionally, Premise Selection 

intelligently filters and identifies necessary prerequisites to facilitate proof construction. Lastly, 

Model Execution allows direct execution of any LLM inference within Lean, enabling customized 

application development [7]. On April 18, 2024, California Institute of Technology professor Anima 

Anandkumar announced that the team has released an extended version of Lean Copilot's paper and 

updated the code repository. According to research data, proof search can automatically complete 

approximately 81.2% of the proof steps in the theorem [8].  

The significance of Lean Copilot is mainly reflected in the following aspects: 

• Accelerate the proof process: Lean Copilot can significantly speed up the proof of mathematical 

theorems by providing strategy suggestions, searching for proofs, and selecting premises. For 

example, in some experiments, it can increase the speed of the proof process by several times. 

• Reduce manual intervention: Traditional mathematical proofs rely on manual deduction, requiring 

a significant amount of time and effort for verification and modification. Lean Copilot can 

automate many proof steps, reducing the manual intervention of mathematicians and theoretical 

computer scientists in complex proof processes. 

• Balancing machine and human intelligence: Lean Copilot allows users to seamlessly intervene and 

modify the proof process when necessary, providing a balanced collaboration between machine 

automation and human intuition. This human-machine collaboration mode can better leverage their 

respective advantages, improve the accuracy and reliability of proof. 

• Start positive feedback loop: By running LLM inference in Lean, Lean Copilot expects to start a 

positive feedback loop: automated proof will generate better data, thereby improving LLM's 

mathematical performance. 

3.2. Outlook on the Implementation of Automated Proof of Mathematical Theorems in the 

Future 

With the development of mathematics in modern society, it has become more abstract and logical, no 

longer focusing on solving problems in real life, but exploring the deep logic and essence behind 

numbers. This also means that people have higher requirements for the proof of theorems at the 

bottom of mathematics. Therefore, the formalization of mathematical proofs and their combination 

with computer technology have important applications, and there will be many challenges in 

achieving formal proofs. 

The Challenge of Formal Proof 

• The learning curve is steep: Formal proof requires expressing complex mathematical concepts in 

rigorous computer and logical languages. While obtaining a scientific and rigorous proof process, 

it can also make mathematical thinking more cumbersome and complex, especially for high-level 

abstract concepts. The process of formal expression may become extremely complex and lengthy, 

increasing the difficulty of writing and understanding 

•  Complex verification and detail review: Formal proofs have higher verifiability, but it also means 

that every detail needs to be carefully reviewed and confirmed, especially when dealing with 

complex mathematical structures [9]. Researchers need to put in extra effort to ensure that each 

step is correct 

•  Requires manual intervention: Limited automatic reasoning ability relies on user provided 

prompts and structures when dealing with complex mathematical problems, insufficient coverage 

of knowledge and theorems in specific fields, and may not generate effective proofs when facing 

highly complex or non-standard propositions, requiring more manual intervention and guidance 
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In summary, mathematics holds an irreplaceable core position in the development of human 

civilization, and the development of formal proof tools has provided new perspectives and methods 

for mathematical research. Although it still faces some challenges, it has shown great potential in 

improving the accuracy and rigor of mathematical research, promoting the deep integration of 

mathematics and computer science. Formal mathematical proof plays an increasingly important role 

in the development of AI technology. Realizing AI's autonomous reasoning will enable us to better 

solve mathematical problems and greatly improve mathematical technology, thus playing a greater 

role in various fields 

4. Conclusion 

As society continues to progress, mathematics and computer technology are being widely applied in 

an increasing number of fields. Meanwhile, the development of computer and mathematical 

technologies has become an important force in driving social progress. Faced with this challenge, 

mathematicians have begun to explore the foundation of mathematics—mathematical proofs—and 

have attempted to use computer languages to standardize the writing of mathematical proofs in order 

to reduce errors and facilitate subsequent use and verification. The emergence of formal mathematical 

languages such as Lean is precisely to solve this problem. 

Through the research and development of mathematical formal languages, some mathematicians 

have started to consider the development of automated mathematical proofs. As the prospects and 

wide applications of automated mathematical proofs are drawing more and more attention, the 

process of achieving mathematical proof automation has also encountered many difficulties. For 

example, the logical conflicts between large language models (LLMs) and mathematical formal 

proofs have led to unsatisfactory integration effects, and the excessive proportion of manual 

intervention in the proof process. However, through the joint efforts of mathematicians and computer 

scientists, many of these problems have been resolved to varying degrees. 

These advancements indicate that the realization of automated mathematical proofs will inject new 

vitality and bring innovation to the development of mathematics, computer science, and even the 

global scientific and technological community. 
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