
 

 

Hybrid House Price Prediction Model by Integration of 
Simple Linear Regression and Cubic Spline Interpolation 

Yiwen Tang 

Department of Mathematics, The University of Hong Kong, Hong Kong, China 

u3609469@connect.hku.hk 

Abstract: In this day and age, house-purchase has become a crucial consideration for almost 

everyone, whether seeking a residence or making an investment. Therefore, analyzing the 

relationship between these factors and house prices is vitally important for both buyers and 

sellers to make informed decisions. Some researchers have used a linear regression model 

that can predict the house price for a company or individual. This paper focuses on a target 

sample data set of “Houses in London” from Kaggle. The author firstly provides an analysis 

of two methods to model the relationship between the dependent variable, House Price, and 

an independent variable, Square Meters.  These methods are the Simple Linear Regression 

Model (SLR) and Cubic Spline Interpolation polynomial (CSI), respectively. Then, a Hybrid 

House Price Prediction Model is established to predict the house price with specific Square 

Meters by integrating SLR and CSI. Finally, the author uses Multiple Linear Regression to 

model the effects of various independent variables from the target sample to the House Price. 

The research significance of this paper mainly includes increasing the accuracy and 

comprehensiveness of the House Prediction Model by constructing a Hybrid Model and using 

the MLR model, respectively.  

Keywords: House Price Prediction, Simple Linear Regression, Cubic Spline Interpolation, 

Multiple Linear Regression. 

1. Introduction 

Housing price is an important factor affecting people's life happiness index [1]. For numerous 

individuals, acquiring real estate represents a significant and pivotal decision and investment in their 

lifetime [2]. Housing prices fluctuate constantly and are occasionally driven by hype rather than being 

grounded in proper valuation [3]. Numerous factors can affect the house price, which includes 

economic conditions, location, market speculation, government policies, square meters of the house, 

and built age, etc. The underlying relationship between these factors and house prices has been 

investigated for a long time by experts from different professional fields [4]. Although the variation 

of house price and complexity of considering numerous factors makes the analysis and prediction of 

house price extremely difficult, it is still important in an individual’s daily life, investment, and the 

entire society.  

House price prediction in the real estate sector is a complex challenge that has attracted 

considerable attention from researchers in recent years as they seek to develop an effective model for 

forecasting property prices [5]. Some advanced techniques like artificial intelligence and machine 

learning have been broadly embraced in various aspects of contemporary real estate industry research 
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[6]. It is known that the Random Forest forecasting model can be used to predict house prices [7], 

There are many other forecasting house price prediction models, both statistical and machine learning 

models have been studied and are relatively mature and the advantages and problems of each model 

are also discussed, and many combination models have been proposed [8]. 

It is known that the Simple Linear Regression (SLR) model can be used to predict future house 

prices by the linear equation constructed among the given sample data. A linear regression model can 

be developed to build a house prediction model [9]. However, for the case to predict house price with 

an independent variable within the sample domain, since the SLR model requires the assumption of 

linearity, the errors may be significant because the fitted model line does not need to pass through the 

given sample data points. Hence, polynomial interpolation would give a more accurate prediction. 

This article intends to construct a Hybrid House Prediction Model integrating the advantages of the 

SLR and Cubic Spline Interpolation polynomial (CSI). 

Note that London's real estate market is one of the most dynamic and diverse in the world. Hence, 

this article chooses a dataset from Kaggle that contains 1000 house prices in London and conducts 

research to construct a valid house prediction model. The upcoming sections of this article will be 

arranged as follows: In section 2, SLR will be introduced, which includes a brief introduction of some 

preliminary concepts and then illustrates an analysis of how to use the SLR to fit the target sample 

data. Then, some advantages and drawbacks of the SLR are explained in section 2.3. The CSI is 

introduced in section 3, which is arranged similarly as the SLR, includes basic concept, benefits and 

problems. After conducting a comparison between the SLR and CSI, a Hybrid Prediction Model is 

developed in section 4, and some tested prediction data is presented in the same section. In section 5, 

the Multiple Linear Regression model is conducted. A conclusion of all the previous sections is shown 

in section 6.  

2. Simple Linear Regression Model 

2.1. Preliminary Concept 

When the given sample has the data points (𝑥1, 𝑦1),⋯ , (𝑥𝑛, 𝑦𝑛), where 𝑥𝑖 denotes sample value of 

the independent variable while 𝑦𝑖 denotes the observed value of the dependent variable, the simplest 

model that can be constructed to fit those data points is the simple linear regression model (SLR) 

given by 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜖𝑖, 𝑖 = 1,2,⋯ , 𝑛 , (1) 

where 𝛽𝑗 , 𝑗 = 1,2 which are called the intercept and slope, respectively, are the regression parameters, 

𝜖𝑖’s are random errors which cannot be observed. Note that in the SLR model, 𝑋 = [𝑥1, ⋯ , 𝑥𝑛]
𝑇 is 

regarded as a constant vector; while 𝑌 = [𝑦1, ⋯ , 𝑦𝑛]
𝑇 a random vector. 

To construct the best-fit line of the observed data is equivalent to find the estimation of 𝛽0 and 𝛽1. 
This article uses the common criterion to estimate the regression parameters, that is, minimize the 

Sum of the Squared Errors (SSE), where SSE stands for the sum of the square of the vertical 

deviations from the fitted linear line: 

SSE =∑ϵi
2

n

i=1

=∑[yi − (β0 + β1xi)]
2

n

i=1

(2) 

This method to choose 𝛽0 and 𝛽1 is called the Method of Least Squares (LS), and the LS estimators 

𝛽0 ,̂ 𝛽1̂ are unbiased estimators for 𝛽0, 𝛽1. Figure 1 shows an example of how the SLR model works 

to fit a random data set generated by R. Here, 𝛃 = [𝛽0̂, 𝛽1̂]
𝑇
= [0.02837598,1.97376419]𝑇  and 

value of SSE is 92.34413. 
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Figure 1: Simple Linear Regression Model fitting a random dataset. 

2.2. Fit Sample Data by SLR 

The article uses a sample data set from Kaggle to evaluate the linear relationship between the 

independent variable, Square Meters of the house, and the dependent variable, House Price. The data 

set consists of 1000 entries, with its scatter plot of Price against Square Meters shown in Figure 2. A 

hypothesis test is conducted to prove the existence of the linear relationship between Square Meters 

and House Price. Test  𝐻0: 𝛽1 = 0  versus 𝐻1: 𝛽1 ≠ 0 at 5% level of significance. The test statistic is 

approximately 40.795, while the t-value is about 1.96. Therefore, the null hypothesis 𝐻0 should be 

rejected since the test statistic is greater than the t-value, implying that using SLR to model their 

relationship is appropriate. Hence, the SLR model can be constructed to fit those 1000 data points 

from the sample, as shown in Figure 2, where the fitting model has the linear equation:  

𝑌 =   48933.05 +  11975.61 𝑋 (3) 

 

Figure 2: Scatter plot of Price against Square Meters of the sample dataset and the corresponding SLR 

model to fit the data. 

2.3. Discussion of Advantages vs. Drawbacks of SLR 

Some of the advantages and problems of the SLR model are discussed in this section. 

The benefits of the SLR Model include its easiness of interpretation and implementation. Moreover, 

it can be used to predict future responses beyond those already observed in the sample data; for 
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instance, predicting the house price for properties larger than 250 square meters. This prediction 

encompasses the following two cases: the mean response of house prices whose areas are specified, 

as all equal to a specific value, say 𝑥0(𝑥0 > 250) well as the individual response y for properties of 

a particular size. It is important to note that the predicted individual responses have exactly the same 

value as the mean response, although they possess different prediction intervals. The mean response 

has the 100(1-𝛼)onse′𝑠 prediction interval is: 

β0̂ + β1̂𝑥0 ± 𝑡𝛼/2,𝑛−2�̂� [
1

𝑛
+
(𝑥0 − (𝑥)̅̅ ̅̅ )

2

∑ (𝑥𝑖 − (𝑥)̅̅ ̅̅ )
2

𝑖

]

1
2

(4) 

where �̂� = √𝑆𝑆𝐸 (𝑛 − 2)⁄ , i.e., the square root of the mean square error. The individual response has 

the 100(1-𝛼)% prediction interval: 

𝛽0̂ + 𝛽1̂𝑥0 ± 𝑡𝛼/2,𝑛−2�̂� [
1

𝑛
+
(𝑥0 − (𝑥)̅̅ ̅̅ )

2

∑ (𝑥𝑖 − (𝑥)̅̅ ̅̅ )
2

𝑖

+ 1]

1
2

(5) 

For example, the 95% prediction interval for the individual response at the Square Meters equals 

300: [2580499.33, 4702731.28], while that for the mean response: [3548766.71, 3734463.90]. 
Hence, the uncertainty associated with predicting individual response is greater compared to 

predicting the mean response, which can be explained as the following: predicting the future 

individual response means estimating the specific outcome of the dependent variable for a particular 

value of the independent variable outside the domain of the sample dataset, whereas mean response 

is predicted by estimating the average or expected value of all individual response for a given value 

of the independent variable, which leads to less uncertainty. Figure 3 shows the graphical illustration 

of ten predicted mean/individual responses corresponding to ten specific Square Meters (𝑥𝑖). 

 

Figure 3: 10 example predicted mean/individual response of Price at 10 Square Meters shown on the 

SLR Model. 

A disadvantage of the SLR Model is its assumption of linearity. Although the LS estimators of the 

regression coefficients β0̂, β1̂ are chosen so that the SSE is minimized, due to the fluctuation of the 

sample data points, the SSE is about 2.9 × 1014, which is significant. The large SSE may lead to 

difficulty when predicting the square meters of the house within the domain of the sample data. If the 

same square meters coincide with one of the data points from the sample, the predicted individual 

house price on the constructed straight line would have a significant difference from the actual 
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observed house price. To address this issue and in pursuit of a better prediction within the Square 

Meters domain of the sample, the integration with the cubic spline interpolating polynomial would 

lead to substantial improvement. 

3. Cubic Spline Interpolation 

3.1. Fit Sample Data by CSI 

A cubic spline interpolating polynomial (CPI) is defined piece-wisely as follows: 

𝑝𝑘(𝑡) = 𝑎𝑘(𝑡 − 𝑡𝑘−1)
3 + 𝑏𝑘(𝑡 − 𝑡𝑘−1)

2 + 𝑐𝑘(𝑡 − 𝑡𝑘−1) + 𝑑𝑘 (6) 

for 𝑡 ∈ [𝑡𝑘−1, 𝑡𝑘], 𝑘 = 1,2,⋯ , 𝑁 . One can fit data points (𝑡0, 𝑦0), (𝑡1, 𝑦1),⋯ , (𝑡𝑁, 𝑦𝑁):  𝑝(𝑡𝑖) =
𝑦𝑖, 𝑖 = 0,1,⋯ , 𝑁, and 𝑝(𝑡), 𝑝′(𝑡), 𝑝′′(𝑡) are continuous. Figure 4 illustrates an example of fitting ten 

data points using the cubic spline interpolating polynomial. 

 

Figure 4: CSI of a sample with 10 data points. 

Different from the CSI in Figure 4, the target sample set has a tremendous number of data points, 

so it will be computationally intensive and cause long processing times with large computation costs. 

Moreover, the noise of the sample data set can be seen in Figure 2. Hence, using CSI directly like in 

Figure 4 can cause overfitting of the model to the noise in the data due to large variance, leading to a 

less generalizable model that may not accurately capture the underlying trend. 

 

Figure 5: Comparison between SLR and CSI. 

Therefore, it is necessary to select a subset of the sample nodes which are meaningful, far from 

noise, and then conduct CSI only on the selected data points. After selecting meaningful data points 
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from the large sample set, the CSI can be used to fit those selected points. Once the CSI is constructed, 

a comparison between SLR and CSI can then be conducted, which is shown in Figure 5. 

3.2. Discussion of Advantages vs. Drawbacks of CSI 

The CSI polynomial also has benefits and problems. 

Clearly, by using CSI, the interpolating polynomials, which are smooth functions, passes through 

a subset of data points from the original sample, which makes it possible to have no difference 

between the predicted house price of a given square meters from 50 to 250 and the actual observed 

house price from the sample data. Additionally, by analyzing Figure 5, if the given x value, that is, 

the square meters, is within the domain from 50 to 250, the predicted house price on the cubic spline 

interpolating polynomial would be close to the observed data points, which makes the prediction 

within the sample domain mode precise.   

The LI is when given the distinct points: (𝑥0, 𝑦0), (𝑥1, 𝑦1),… , (𝑥𝑛, 𝑦𝑛) , and the elementary 

Lagrange polynomial of degree n, 𝑙𝑖 (𝑥) , such that, 𝑙𝑖 (𝑥) = {
1 𝑖𝑓 𝑖 = 𝑗
0 𝑖𝑓 𝑖 ≠ 𝑗

. Hence, the Lagrange 

interpolation polynomial which has degree ≤ n is given by: 

𝑝𝑛(𝑥) =  ∑𝑦𝑖𝑙𝑖(𝑥) = 𝑦0𝑙0(𝑥) + 𝑦1𝑙1(𝑥) + ⋯+ 𝑦𝑛𝑙𝑛(𝑥)

𝑛

𝑖=0

(7) 

Note that, 𝑝(𝑥𝑖) = ∑ 𝑦𝑖𝑙𝑖(𝑥) = 𝑦0𝑙0(𝑥𝑖) + 𝑦1𝑙1(𝑥𝑖) + ⋯+ 𝑦𝑛𝑙𝑛(𝑥𝑖)
𝑛
𝑖=0 = 𝑦𝑖  ∀𝑖 ∈ {0,1, … , 𝑛} . 

To fulfill the requirements of the construction 𝑙𝑖(𝑥), eventually, 

𝑙𝑖(𝑥) =
(𝑥 − 𝑥0)⋯ (𝑥 − 𝑥𝑖)̂ ⋯(𝑥 − 𝑥𝑛)

(𝑥𝑖 − 𝑥0)⋯ (𝑥𝑖 − 𝑥𝑖)̂ ⋯(𝑥𝑖 − 𝑥𝑛)
(8) 

The LI can only be used to interpolate small and well-behaved datasets and is not suitable for the 

relatively huge house price versus Square Meters sample dataset since noise and the tremendous 

number of data points that can be seen from Figure 2 causes the impossible implementation of finding 

a smooth polynomial that can passes through all those data points simultaneously.  

 

Figure 6: Comparison of CSI and LI for a sample with sample size equals 10. 

In comparison, the CSI is piecewise continuous polynomial with each 𝑝𝑘(𝑡) and has degree 3, a 

much lower degree than the LI when the sample size is huge. Hence, the CSI is implementable. 

Moreover, even though a sample with a small sample size is given, the piecewise continuity of the 
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CSI leads to less variation of the interpolation polynomial from the fitted data points. Figure 6 shows 

the comparison between the CSI and LI to fit a sample set with a sample size equals 10, with the 

independent variable 𝑥 = [1,2,3,4,5,6,7,8,9,10]𝑇 ,  and the dependent variable 𝑦 =
[0,1,5,8,4,3,6,2,4,3]𝑇 . There are big jumps on the intervals [0,2], [8,10] of the LI, whereas the 

pointwise continuity of the CSI makes its interpolation polynomial close to the fitted sample data 

points over the entire domain of x, i.e., [0,10]. The huge variation of the LI over specific intervals 

may lead to inappropriate prediction over those intervals when predicting individual y values, given 

its x values lie between two adjacent sample nodes. Therefore, the implementation difficulties and 

significant errors of the prediction caused by huge variation from the fitted sample nodes of the LI 

make this article use CSI as a representative of the polynomial interpolation.  

The SLR model is considered an approximation, while CSI is a polynomial interpolation method. 

The key distinction between approximation and interpolation lies in the error values: approximation 

involves non-zero errors at each data point, whereas interpolation requires the polynomial to pass 

through all selected data points, resulting in zero error at each node 𝑥𝑖. Consequently, the SLR model 

provides a global prediction validity, whereas the CSI's appropriateness is primarily guaranteed 

locally. 

This distinction is rooted in the fact that the interpolation polynomial must pass through the sample 

data points, ensuring accurate predictions around these nodes. However, when considering future 

trends of the dependent variable, predictions made using the constructed CSI may incur significant 

errors. This is because there are no sample data points available in the future for the CSI to adapt to, 

leading to potential inaccuracies in predicting future trends. 

4. House Price Prediction Hybrid Model Formulation 

Drawing from the analysis of the strengths and weaknesses of SLR and CSI, this section presents a 

holistic prediction model that combines the benefits of both SLR and CSI while mitigating their 

individual drawbacks. The aim is to leverage the advantages of SLR and CSI effectively, resulting in 

more accurate predictions and minimizing the potential for significant prediction errors arising from 

their limitations. 

SLR can give an initial individual prediction of the House Price due to its validity among the entire 

domain of the Square Meters, that is, [0,∞). For any prediction with Square Meters within the sample 

nodes, the CSI can give a better predicted House Price than the SLR because the linearity assumption 

of the SLR model leads to greater error. For example, if the input Square Meters that requires the 

prediction of the House Price coincides with one of the nodes in the sample, then the CSI would give 

zero error while the SLR model would give a predicted House Price on the fitted line, which is most 

likely different from the exact observed House Price since it if not necessary for the SLR model to 

passes though the observed sample data points. For any input Square Meters that lie between any two 

adjacent sample nodes, the prediction based on the CSI should also have less error than the SLR. On 

the other hand, for the future prediction, that is, Square Meters greater than 250, not inside the sample 

domain, the SLR model can give a better prediction with less error due to the local appropriation of 

the CSI. 

Therefore, the HPM would like to achieve the following goals: let the user to input the Square 

Meters that they want to get a predicted House Price, if the input value coincides with any observed 

sample nodes or lies between any two adjacent observed sample nodes, then the HPM would output 

the predicted House Price using the CSI. If the input value is greater than 250 square meters, then the 

SLR should be used to give the predicted House Price and print (exists error).  

The decision tree used for constructing the HPM should condition on the value of the Square 

Meters (SM) that want to predict. If SM is greater than or equal to 250, then HPM uses the SLR model 
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for prediction, whereas if SM is less than 250, then HPM uses the CSI polynomial to predict the house 

price.  

The article chooses ten Square Meters to demonstrate how the HPM works, where five Square 

Meters lie between 50 to 250 so that the predicted individual House Price should be made by CSI 

while the remaining five Square Meters are greater than 250 so that the predicted individual House 

Price should be made by SLR. The graphical demonstration of the ten selected data points is shown 

in Figure 7, where the black points represent Square Meters lie between some adjacent observed 

sample data points so that it should lie on the green CSI polynomial.  

 

Figure 7: Extract the Model of SLR and CSI, representation of five predicted data points using SLR 

and five predicted data points using CSI on the model plot. 

Whereas the blue data points have Square Meters greater than 250, which exceed the sample 

domain so that it should lie on the SLR line. The numerical value of the predicted house price of the 

previous ten square meters is illustrated in Table 1. 

Table 1: Numerical House Price prediction of the ten Square Meters, where the black ones are 

predicted by CSI while the blue ones are predicted by SLR. 

Square Meters Predicted House Price Square Meters Predicted House Price 

60.12 860998.8 260.00 3162591.0 

90.47 955719.7 270.00 3282347.1 

99.47 1217167.6 274.00 3330249.5 

129.82 1500045.3 280.00 3402103.2 

174.80 1619837.1 290.00 3521859.2 

5. Multiple Linear Regression Model 

House Price is influenced by various factors and characteristics of the particular property. Based on 

prior research, certain researchers have suggested several variables that have a notable impact on the 

total housing cost. As outlined by Kusan et al. [1], these variables can be categorized into three groups: 

housing-related factors, environmental factors, and transportation factors. Therefore, in this section, 

a Multiple Linear Regression Model (MLR) is introduced to predict the House Price according to 

various factors other than the Square Meters of the house.  

Given a sample that contains n observations (𝑥𝑖1, 𝑥𝑖2, ⋯ , 𝑥𝑖𝑚, 𝑦𝑖), 𝑖 = 1,2,⋯ , 𝑛, where 𝑚 is the 

number of independent variables, 𝑥𝑖𝑗 the observed values of one of the independent variables, and 𝑦𝑖 
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denotes the observed values of the dependent variable corresponding to 𝑥𝑖𝑗. Then, the MLR model 

has the matrix form [10]: 

𝒀 = 𝑿𝜷 + 𝝐, 𝝐 ~ 𝑁(𝟎, 𝜎2𝑰) (9) 

where 

𝒀 = (

𝑦1
𝑦2
⋮
𝑦𝑛

) ,𝑿 = (

1   𝑥11  …  𝑥1𝑚
 1   𝑥21  …  𝑥2𝑚 

⋮
    1   𝑥𝑛1  …  𝑥𝑛𝑚   

) , 𝜷 = (

𝛽0
𝛽1
⋮
𝛽𝑚

) , 𝝐 = (

𝜖1
𝜖2
⋮
𝜖𝑛

) . (10) 

Similar as the SLR case, 𝛽0, 𝛽1,⋯ , 𝛽𝑚  denote the (𝑚+ 1) regression coefficients, which are 

unknown. 

The data points from the sample can be fitted by the MLR model. The Sample that are used for the 

previous SLR and CSI also has other independent variables that would affect the House Price, which 

include the number of bedrooms, number of bathrooms, square meters, building ages, and floors. Set 

those five independent variables as 𝑥𝑖, 𝑖 = 1,2,3,4,5. 

This section tests the existence of a regression relation between the House Price and the set of 

independent variables in the sample. Test at 5% level of significance: 𝐻0: 𝛽𝑖 = 0 ∀ 𝑖 = 0,1,⋯ , 5  

𝑣𝑒𝑟𝑠𝑢𝑠 𝐻1: ∃𝛽𝑗 ≠ 0 𝑤ℎ𝑒𝑟𝑒 𝑗 ∈ {0,1,⋯ ,5}. The test statistic has distribution 𝐹 =
𝑆𝑆𝑅/𝑚

𝑆𝑆𝐸/(𝑛−𝑚−1)
=
𝑀𝑆𝑅

𝑀𝑆𝐸
 

where 𝑆𝑆𝑅 is the regression sum of squares and 𝑆𝑆𝐸 the sum of squared errors. By testing the target 

sample, 𝐹 = 332.4439 > 2.223107 = 𝐹0.95,𝑚,𝑛−𝑚−1 . Hence, the null hypothesis 𝐻0  should be 

rejected, which implies that the set of independent variables in this sample {𝑋𝑖: 𝑖 ∈ {1,2,⋯ ,5}} 
collectively is effective in explaining the dependent variable House Price variation. Therefore, the 

MLR model can then be constructed.  

By the same settings and let m equals five while n equals 1000 since the sample contains 1000 

entries, the regression coefficient vector of the MLR model can be calculated: 

�̂� =

(

 
 
 

𝛽0
𝛽1
𝛽2
𝛽3
𝛽4
𝛽5)

 
 
 

=

(

 
 
 

29854.54288  
30.91769

−6567.52007 
11970.14565
741.65039
−2058.87587)

 
 
 

(11) 

The MLR Model can then be: 

�̂� = 𝑿  �̂� (12) 

where the matrix X is defined the same as before. 

Hence, the MLR model can help to predict the House price for any independent variables 𝑥𝑖 from 

the sample outside the observed sample domain. For example, to predict the House Prices for two 

specific houses with first one has 7 bedrooms, 4 bathrooms, 300 square meters, building age equals 

2, and at floor 8, while the second one has 10 bedrooms, 5 bathrooms, 330 square meters, building 

age equals 1, and at floor 10.  The MLR model predicts as follows by using the Eq. (10):  

�̂� = 𝑋�̂� = (
1 7  4 300 2 8
1 10 5 330 1 10

) , �̂� = (
3579856.875
3927627.076

) . (13) 
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6. Conclusion 

This work focuses on the issue of house-purchase. The real estate market is a complex and dynamic 

environment affected by numerous factors such as location, square meters of the house, amenities, 

and economic conditions. Taking several factors that can affect the house price into consideration can 

make the prediction more appropriate and precise. The author constructs a Hybrid House Price 

Prediction Model (HPM) based on the integration of SLR and CSI to make the prediction of House 

Price implementable for any particular Square Meters of the House as well as minimizing the potential 

errors. In order to let the prediction more appropriate, the author also conducts the MLR model to 

consider various factors affecting the House Price. Admittedly, HPM may not work well as a 

consequence of the limitations of the single independent variable. Although MLR model can alleviate 

this problem, the necessity of assuming the linearity in MLR model may cause significant errors in 

reality. Therefore, further research can be conducted to evaluate how to integrate the ideas of the CSI 

polynomial with the MLR model to construct a more comprehensive and accurate house price 

prediction model.  
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