
Proceedings	of	the	3rd	International	Conference	on	Environmental	Geoscience	and	Earth	Ecology
DOI:	10.54254/2753-8818/2025.AU24408

©	2025	The	Authors.	This	is	an	open	access	article	distributed	under	the	terms	of	the	Creative	Commons	Attribution	License	4.0
(https://creativecommons.org/licenses/by/4.0/).

78

Comparative Analysis of Machine Learning Models in Early-
Stage Diabetes Prediction

Fangting Zhang

School of Nursing and Rehabilitation, Shandong University, Jinan, China
202200250070@mail.sdu.edu.cn

Abstract. As the implementation of machine learning (ML) techniques in the medical
industry is growing, utilizing ML models for prediction is crucial for diabetes prevention
and treatment. Employing data extracted from the early-stage diabetes risk prediction dataset
on the Kaggle platform, consisting of 520 samples, this study established the confusion
matrix, applied four ML techniques: logistic regression, decision trees, random forests, and
k-nearest neighbors, and compared the application outcomes of several models to assess the
effect. According to the study, the four models performed well in predicting diabetes in its
early stages. Decision trees and random forests achieved 99% and 98% accuracy,
respectively. The interpretation of results provides favorable evidence supporting the
application of ML in the early diabetes diagnosis. It manifests that ML has great potential in
the early forecasts of diabetes. The research, however, still has the problem of a tiny sample
size and insufficient model training. Increasing the incorporation of real-time data in order
to strengthen the model's flexibility and long-term prediction capabilities is an excellent way
to tackle the matter.
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1. Introduction

Diabetes, a metabolic disease characterized by chronic hyperglycemia, is caused by problems in
the activity or secretion of insulin [1]. From 1990 to 2021, the global age-standardized prevalence of
diabetes surged by 90.5%. In 2021, 529 million people globally were thought to be diagnosed with
diabetes. Alarmingly, projections indicate that the number of diabetics will exceed 1.31 billion by
2050, highlighting an urgent need for targeted prevention and intervention strategies. With its
increasing prevalence, diabetes has emerged as a significant global public health issue [2]. Diabetes
may lead to various complications, such as microvascular and macrovascular complications [1]. The
harm brought on by advanced diabetes worsens with time [3]. Implementing timely management
and prevention measures can diminish the complications, slow down its onset, and effectively lower
the incidence of diabetes [4]. Emerging evidence indicates that proactive identification and
comprehensive management during the initial disease phase may enable therapeutic reversal in
select cases [2]. Using early diagnosis and forecasting of diabetes occurrence through measuring
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several risk factors may detect individuals at high risk of diabetes as early as possible, which is of
great significance in the field of public health.

Currently, amid the digital transformation of healthcare, machine learning (ML) is widely applied
in diabetes prediction and performs exceptionally well in diabetes prediction, with the benefits of
affordability, high efficiency, and practicality. Most researchers evaluated models with accuracy,
sensitivity, specificity, AUC, and F1 scores [4, 5].

Al-Zebari and Sengur came up with a method for diagnosing type 2 diabetes using decision trees
(DT) and discovered that coarse tree (CT) was the most effective, which served as an auxiliary
function in the subsequent medication treatment [6]. DT is frequently utilized because it has
excellent releasing properties while not being the most advanced and comprehensive [7]. Based on
the Kuwait Health Network dataset, Farran et al. constructed a model that used ML techniques such
as k-nearest neighbors (KNN) and logistic regression (LR) to identify people at high risk of type 2
diabetes and their prognosis in the early stages [8]. Xu and Wang (2019) and Wang (2019) studied a
composite model that used the random forest method to optimize feature selection and employed
XGBoost for classification to predict the probability of having type 2 diabetes [9]. This model was
validated through the Pima Indians diabetes dataset and assessed in terms of accuracy, specificity,
and sensitivity, all of which surpassed 90%.

Recent research has shown that LR, DT, random forest (RF), and KNN are widely used methods
for diabetes-related research using ML [10]. Therefore, this research explores the application of the
above four methods to predict early-stage diabetes using a specialized dataset. The primary objective
is to compare the effect of various techniques in predicting diabetes in its early phase and provide
valuable insights into the effectiveness of these algorithms.

2. Methods

2.1. Data source and description

The data utilized in this study was sourced from the Kaggle platform, which the UCSI Machine
Learning Repository supplied, a trusted repository for machine learning datasets. Comprising 520
case studies, this dataset contains essential data about signs and symptoms of individuals who either
exhibit early signs of diabetes or are at risk of developing diabetes, ranging from demographic
details to specific symptoms associated with diabetes [8]. There are 17 variables, which are age,
gender, polyuria, polydipsia, sudden weight loss, weakness, polyphagia, genital thrush, visual
blurring, itching, irritability, delayed healing, partial paresis, muscle stiffness, alopecia, obesity, and
class.

2.2. Variables and data pre-processing

In the original dataset, there were 17 variables, consisting of 16 categorical variables and 1
numerical variable. The paper encodes the binary variables by 0 and 1 (0 = No; 1 = Yes, 0 = Male; 1
= Female, and 0 = Negative; 1 = Positive).

The dataset is devoid of any missing data. Meanwhile, since the data set is composed of only
binary attributes, 0 and 1, except for the 'age' attribute, it is not necessary to remove outliers [11].
However, the "age" ranges from 16 to 90. The paper uses Min-Max Scaling to perform data
normalization.
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2.3. Technical route

Focusing on the dataset, firstly, this research processes data by normalization of numerical
variables and assignment of categorical variables. Secondly, it is vital to use the independent
samples t-test and the chi-square test to proceed with feature selection. Thirdly, the datasets are split
8:2 between the training and test phases. The machine learning algorithm is trained by using the
sample features as input, and the model is evaluated by the test set. Ultimately, the performance of
the model is evaluated by the index of precision, accuracy, recall, and F1-score. The technical route
of the paper is depicted in Figure 1.

Figure 1: Technical route (picture credit: original)

2.4. Feature selection

In this study, an independent samples t-test is employed to analyze age, and a chi-square test is
used to analyze 15 binary classification variables to determine the significance of the relationship
between the disease and the characteristics. It can also obtain the degree of their correlation. The
test's significance level is set at 0.05.

2.5. Machine evaluation

This study compares the results of four ML models: KNN, LR, DT, and RF. All models presented
in this research are split at an 8:2 ratio between the training phase and the test phase. To evaluate the
LR models, this research decides to use a 2x2 confusion matrix. Accuracy, precision, recall, and F1-
score are exploited to evaluate the performance of ML.

3. Results and discussion

3.1. Evaluation of feature scaling

The cross-tabulation is used to investigate the relationship among the 15 classes. According to
Table 1, the class does not display significance for any of the three things: itching, delayed healing,
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and obesity. Exclude these three non-significant variables and select the remaining 12 features for
research. Given that the independent-sample t-test result is P=0.03<0.05 (Table 2), age and the class
of diabetes were revealed to be correlated.

In conclusion, 13 features were selected for further model prediction in this study, comprising 12
categorical variables (et al., gender, polyuria, polydipsia, sudden weight loss, weakness, polyphagia,
genital thrush, visual blurring, irritability, partial paresis, muscle stiffness, and alopecia) and the
numerical variable age.

Item

class (Mean ± S.D.)

3.2. Models results

3.2.1. Logistic regression

From Figure 2, it appears that the disease status of 92 participants was correctly predicted, 8
participants were wrongly predicted to have diabetes, and 4 participants were omitted as not having
the disease, using the LBFGS optimization algorithm. In summary, LR’s result on the test phase
achieves an F1-score of 0.89, 88.46% accuracy, 88.95% precision, and 88.46% recall, as presented
in Table 3.

3.2.2. K-nearest neighbors

In Figure 2, there are 97 participants whose predictions were consistent with the actual situation,
while 5 participants were incorrectly predicted to have diabetes, and 2 patients were incorrectly
predicted to be optimistic.

The number of neighbors (K) is set to 5, and the sample voting weights are set to uniform voting
weights; the neighbor search used is automatic, and the distance calculation uses Euclidean distance
calculation. KNN on the test set accomplishes an F1-score of 0.93, 93.27% accuracy, 93.53%
precision, and 93.27% recall, presented in Table 3.

3.2.3. Random forests

The number of decision trees is set to 100, and the node splitting criterion is gini with no
restriction on the maximum tree depth. From Figure 2, it finds that 102 participants were correctly
predicted to have diabetes, 2 participants without the disease were predicted to have diabetes, and no
participant was wrongly predicted to have the disease. It can be seen that RF achieves an F1-score of
0.98, 98.08% accuracy, 98.13% precision, and 98.08% recall, presented in Table 3.

3.2.4. Decision trees

When the training set ratio is adjusted to 0.8, the node splitting criterion is gini, and the node
splitting is best. The confusion matrix in Table 3 indicates that the disease status of 103 participants
was correctly predicted, and 1 participant was wrongly predicted to not have diabetes. The results
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shown in Table 3 can demonstrate that DT achieves a 99.04% accuracy rate, 99.05% precision rate,
99.04% recall rate, and 0.99 F1-score.

Figure 2: Confusion matrices of four models (photo/picture credit: original)

Model

3.3. Discussion

Although the ultimate results were positive, there are still certain shortcomings. The results of the
research demonstrate that random forests and decision trees provide excellent feedback. But
throughout the training process, decision trees could overfit the training data, particularly if there is
little data or if the tree's depth is not adequately managed. However, random forests might not work
as well with unbalanced datasets. This research's sample size is tiny in comparison to certain huge
data sets, so the specificity of the data set or model parameters may have an impact on the
performance [12]. For instance, in Varun Gulshan’s study, an extensive data set provided the benefit
of being able to explain consistency [13]. Real-time data can be incorporated into studies, while the
data set can be enlarged to better train as the healthcare environment changes, which can increase
the model's adaptability and long-term prediction capacity [8].

4. Conclusion

Based on the Kaggle database, the performance of the following ML algorithms is compared in
the early phase of diabetes prediction: (a) LR, (b) RF, (c) KNN, and (d) DT. Gender, polyuria,
polydipsia, sudden weight loss, weakness, polyphagia, visual blurring, irritability, partial paresis,
and alopecia were all found to be strongly associated with diabetes in the data set variable screening.
Researchers can concentrate on these associated symptoms in subsequent investigations. The results
show that overall, the four methods have achieved good results on this dataset. In summary, the most
comfortable is decision trees since it has a performance of 99% or more in each aspect. Meanwhile,
random forest is second. The good feedback of the machine model provides favorable evidence for
using ML to forecast diabetes in its early stages. With continuous model optimization and
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adjustment and the verification of a large number of data sets, the application of ML in diabetes
prediction can increase illness prediction efficiency and aims to promote medical progress in
diabetes prevention and intervention.
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