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Abstract. H-matrices have wide applications in numerical analysis, control theory, matrix theory and statistics. An
important method to study the properties of H-matrices is to consider its subclasses. H-matrices have wide applications.
This paper introduces a new subclass of H-matrices, named «— DZT matrices. We prove that v-SDD matrices and DZT
matrices belong to «y— DZT matrices. This paper introduces a new matrix subclass: y— DZT matrices. By constructing
the scaling matrix, we prove that the class of v— DZT matrices belongs to H-matrices. Moreover, 4-SDD matrices and
DZT matrices belong to y— DZT matrices. This paper successfully introduces a new subclass of matrices, the v — DZT

matrix, and proves that the v — DZT matrix belongs to the H-matrix by constructing a scaling matrix. The inclusion
relationships among the four types of matrices have been clarified, and H-matrices is clarified. These conclusions provide
new theoretical basis and research directions for further studies on the properties and applications of H-matrix, and are of
great significance in the development of matrix theory and related application fields.
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1. Introduction

H-matrices have wide applications in numerical analysis, control theory, matrix theory and statistics [1-4]. An important method to
study the properties of H-matrices is to consider its subclasses. H-matrices include many well-known subclasses, such as strictly
diagonally dominant (SDD) matrices, doubly strictly diagonally dominant (DSDD) matrices, £-SDD matrices, y-SDD matrices,
weakly chained diagonally dominant matrices, Nekrasov matrices, X-Nekrasov matrices,

Dashnic Zusmanovich (DZ) matrices and eventually SDD matrices.

The class of Dashnic-Zusmanovich type (DZT) matrices were introduced by Zhao et al. in2018 [5]. They proved that DZT
matrices belong to the class of H-matrices. Many results about DZT matrices have been obtained. One can refer to [6-9].

This paper introduces a new matrix subclass: v— DZT matrices. By constructing the scaling matrix, we prove that the class of
~— DZT matrices belongs to H-matrices. Moreover, v-SDD matrices and DZT matrices belong to y— DZT matrices.

2. Preliminaries

We use C™ " denote all the complex matrices with the order n,and denot (n) = {1,2,...,n} . Forany A € C™" ,define:
i (A) = 2% lasl (2.1)
ci(A) = Z;‘;&i |aji| (2.2)
rf (4) = S jeslas] (S € (n) 23)
¢f (4) = X ijeslasl (S € ) (2.4)
Ly (4) = {3 € () —{i} : (Jau] = "7 () lagyl > [a|rs (W)}, € ) 2.5)

If §=(n) - {7},

79 (A) and ¢ (A) are simplified as rfj} (A) and cjj ! (A), respectively.

Definition 2.1. Let A = (a;;) € C™™ ,We say that A is an SDD matrix if for all ¢ € (n) , it holds that |ai;| > 7i(A) .
Definition 2.2.Let A = (as;) € C™*™ ,if there exists X = diag (z122...2,) such that AX is an SDD matrix,we call Aisa

nonsingular H-matrix. X is called scaling matrix of A.
Definition 2.3. Let A = (a;;) € C™*™ ifforall i € (n) either i € N+ (A) ,or I} (A) # 0 ,we call Aisa DZT matrix.
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Definition 2.4.Let A = (a;;) € C™" ,we say that Ais a v-SDD matrix if there exists an « € [0,1] such that A is an a-SDD

matrix, i.e.,
lai;| > ari(4) + (1 — a)ci(A),Vi € (n).

3. Main results

Definition 3.1. A matrix A = [a;;] € C™",n > 2, is called an a — DZT matrix if there exists a € [0,1] , such that for all

i € (n) , there exists j # i satisfying

(fosf - ri?(4) = (1= )el? (4) )] > (afas] + (1= )] (a-rs(4) = (1= )es(4)).

We say that A is a y— DZT matrix if there exists an « € [0,1] such that Aisan o — DZT matrix.

It is easy to see that
+<1foz> >+a~rfj}<A>+<1fa>c§j}<A>.

(4273 Aij

Q| >

wrid) +Uaield)

aij
|aj;|

aji

Let

Ni={i:|ai| <a-ri(A)+ (1 —a)c(A)},

Ny ={i:|ay| >a -m(A)+ (1 —a)c(A)}.

Theorem 3.1. Let A = [a;;] € C™",n > 2 bean a — DZT matrix, there exists a diagonal matrix D = diag(d;,d, . ..

such that DAD is an SDD matrix, where
1,i c Ny
di = a-r; —a)c; .
1(A)+|‘(li‘ Jei(A) teie Ny

Proof. Let B = DAD . We will show that |by;| > a - r;(B) + (1 — a)¢;(B) forall i € (n).
aryy(4)+(1-a)c;y (4)

Case 1. 1 € Ny . There must be jo € No , that is < 1l,and d; = 1, then |b;| = |aii] -

2N
E(B):Z”’u = Z|a¢,|+2| a; |dJ
J#i JeN, JjeN,
a-r,(Ay+(1-ea)c.(4)
=2lay |+ e |- — ’
JjeM JjeN, | jj'

a-r(4)+(1-a),(4)
la;!
a-r,(A)+(1-a)c,(4) a-r, (A)+(1-a)c, (4)
o] o,
a-r (A+(1-a), (4)

la

arB=aylal+a)a,l-
JeN, JeNy

=ay|a;l+a Y |a|
JeNy JeN2 o}

I
o

<aYla,|+a Yla,|+ala, |
JeNy JeN\ o)

I
vk

Because
i | = {jo} A
o jenlailta Y jen, Gy lail = - r;

then

o (A)+(1-a)ejo(4)

a .. .
0 ‘aioio‘

a'ri<B> < a-rz{j‘]}(A) +a

c(B)=2|b,l= X la,|+d, Y |a,|

J#i jeN, JeN,
a-r,(A)+(1-a)c,(A)

JeN; | Ji | JEN,

3.1)

(3.2)
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(1-a).c,.(3)=(1-a)z|a,,.|+(1-a).w Ya,|
=(1—a)2|a,i|+(1—a)-w Sla,|
JeN, Ji JeN Mo}

a-r, (A+1-a), (4)

+(1—a)|a,.i|-
’ la;,, |
a-r (A)+(1-a), (4
S(l—a)2|aﬁ|+(l—a) Zlaji|+(1_a)|ajei|' ju( ) ( )ju( )
= JeN ) la,, |

Because

(1 - a) dojeny @il + (1 =) 3 jen, oy l@sil = (1 - a) el (A)
then

T, (A) ‘+ (1_‘06)6.7'0 (A)

(1) e(5) < (1) () (1-0)

and because of formula (3.2),
we proved |bi| > o - 7i(B) + (1 — a)ci(B) .
Case 2. ¢ € N3 . There must be ari(4) 11 a)e(4)

|aii|
and d; = 70'”(‘4)“1‘7&)%(‘4) + ¢, then |b;;

i

Ajoi| -

<1,

The above formula can be expanded to get

(o) + (1-aYe(a) 4
(R (o) o) - (TR (o) (8) + (o)

|aii]
= di(a . ’I",(A) + az—:|aii|) + di((l — a)ci(A) + (]. — a)5|a,~¢|)

bz’i

(427

) (a -ri(A) + (1 — a)ci(A) N s)

|aiil

(4573 aij

)

r(B)=) b= D> d |a;|+> d |a;l|d,

J#i JEN, JEN,

=dj(zlafj |+Z|aij -d;)

JjeN JeN,

a-r; (B) = dia(ZjeNl‘aij‘_F ZjENz \aij\ . dj)
ri(A) + (1 — a)e;(A
_ dia<2j€m|aij|+ S ,%‘<a ri(4) + (1 — a)ei(4) +E>>

|ai

a-ri(A)+ (1 - a)c(A)
= dicx <ZjeN1|aij|+ z:jeN2 jaij la] + EZjeM |ai

< dia((Y oy okt Doy, lail +2 30, la)
=d; <a -7y (A) +oa-e€ ZjeNz \aij\)
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<dij(a-ri(A) + a-elay)

And,

B =1t a,ld+Yd |a,|d,

J#i JjeN; JjeN,
=(Z| a; | +Zdj |ajj |)di
Jjem JEN,

(1-a)-(B) = (1) (5, ol X, dlal) -
=d, (1 - a) (Zj€N1|aji|+ Zj€N2 (a -ri(4) —Ta(:‘_ ajei(4) + 5)

- <1 - a) (ZjENl|aﬂ|+ D jem or) U= a)eld)

|aiil

aj,-

)

te Z]’EN2 |aﬁ|>

aji

<d; (1 B a) (ZjeNl‘aji‘_FZjeNy‘aﬁ + EZjENz ‘%’i‘)
(- a)a4) + (1) Ty, )

< di((1 - a)ei(4) + (1 — a)elai])

Solving simultaneously, we get
a-ri(B)+ (1 —a) - c(B) <di(a-ri(4) + a-elai|) + di((1 — a)ci(4) + (1 — a)elai]) ,

then |bs| > o - r;(B) + (1 — a)ci(B) .we compete the proof.
Theorem 3.2. A matrix A = [a;;] € C™",n > 2, then the matrix A satisfies the following relation:

AeSDD = AecDZT = Ac~y—DZT
AeSDD = Ac~y—-SDD= Ac~vy—-DZT

Proof. If A is a DZT matrix, then A is a 1-DZT matrix. Now we show that if Ais an o — SDD matrix, then Aisan o — DZT
matrix.

First of all, by definition, it is obvious that if matrix A belongs to SDD matrix, then A must belong to o — SDD matrix. In the
same way, if matrix A belongs to DZT matrix, then A must belong to the o — DZT matrix. So now it is only necessary to prove
that when A belongs to SDD matrix and o — SDD matrix, A must belong to DZT matrix and a — DZT matrix respectively.

By definition, if the hypothesis A € SDD C A € DZT is true, then

+ rz{jo} (A)

i (A
7 (A> > rin(4) a
|ajojo|

o

. ri (A )
L) ( A> +as, io(4) | ( A)
'a‘jnjo|
N TN
Jo |aj0j0| Jo
Because rin(4) < 1, therefore, the above inequality is true, that is, the hypothesis is true.

2y
For the argument, we also use the reverse order method, assuming that the conclusion A € &« — SDD C A € o — DZT is true,
then by definition,
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) (o)) 2o
b r 3 (4) + (1 )l (4)

(o)l (a)

+a- r;{jn} (A) + (1 — a) ci{j‘)} (A)

Qij, Qi

)

Qijy Qjgi Qijy Qjgi

a- {r;.{j‘)} (A) +

} _ ami(A) + (11— a)e(4) (a

la

+(1-0)

)

j0j0|

a|@ijy Qjoi| > Qijy Qjoi

(1-0)

Eliminate the common terms on both sides of the inequality at the same time.

A el

‘ajoio‘

=

)

(4)+(1-a)eiy (4)

In the same way, because 2T < 1, therefore the hypothesis is true. In summary, theorem 2 is proved.

[aj030]

For the proof of theorem 2, we mainly use the core idea of reverse order. We start with the result we want to prove, analyze what
conditions are needed to get that result, and then work our way forward to see how we can obtain these conditions from what we
already know. Thus, we prove the relationship between SDD, DZT, v — SDD and v — DZT matrix.

4. Conclusion

This paper successfully introduces a new subclass of matrices, the v — DZT matrix, and proves that the v — DZT matrix belongs
to the H-matrix by constructing a scaling matrix. The inclusion relationships among the four types of matrices have been clarified,
and H-matrices is clarified. These conclusions provide new theoretical basis and research directions for further studies on the
properties and applications of H-matrix, and are of great significance in the development of matrix theory and related application
fields.
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