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Abstract. The Stirling approximation is a mathematical formula developed by James Stirling in 

the early 18th century, which estimates the value of factorials for large numbers. The formula 

has had a significant impact on many fields of study, including being used to estimate the entropy 

of a system. Entropy is a fundamental concept in thermodynamics that describes the degree of 

disorder or randomness in a system which refers to the number of ways in which the system’s 

particles can be arranged. The flow of entropy is a concept that describes the direction and rate 

of change of entropy in a system. Mechanical and thermal equilibrium is when no net flow of 

energy between the systems so that the systems do not undergo any further changes in their state. 

Joule expansion involves the expansion of a gas in a container with a movable piston. In this 

process, the gas expands into a larger volume, and as a result, either temperature or pressure 

changes. The Stirling approximation can be used to estimate the change in entropy of the gas 

during this process and can be used to calculate the amount of work done by the gas. This essay 

summarizes the importance of the Stirling approximation and finds that it is a fundamental 

calculation method for explaining and solving thermodynamics-related problems which can be 

used in various subtopics and fields. It is not only a calculation method in mathematics but also 

a key factor in further developing physics research. 

Keywords: Stirling approximation, number of states, entropy flow, mechanical and thermal 

equilibrium, Joule expansion.  

1.  Introduction 

The Stirling approximation is a mathematical tool with applications in probability, statistics, and 

thermodynamics. In thermodynamics, the Stirling approximation is particularly useful for understanding 

the concepts of entropy, the flow of entropy, mechanical equilibrium, and processes such as the Joule 

expansion. These concepts are fundamental to thermodynamics, which seeks to understand the behavior 

of energy in physical systems. 

Entropy is a measure of the disorder or randomness of a system, and it is closely related to the second 

law of thermodynamics, which states that the entropy of an isolated system will tend to increase over 

time. The Stirling approximation can be used to estimate the number of possible states of a system, 

which is related to entropy. Additionally, the flow of entropy is the transfer of entropy between different 

systems, and it is a key component of thermodynamic processes. Mechanical and thermal equilibrium 

refers to the state in which the energy or entropy in a system is balanced, and it is also related to the 

second law of thermodynamics. 

One example of a thermodynamic process is the Joule expansion, which involves the expansion of a 

gas without any temperature change. The Joule expansion is important because it illustrates the 
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relationship between entropy and energy, and it can be used to understand the behavior of complex 

systems. The Stirling approximation can be applied to the Joule expansion to estimate the change in 

entropy that occurs during the expansion. 

This essay will explore the Stirling approximation and its applications in thermodynamics, including 

its relationship to entropy, the flow of entropy, and mechanical and thermal equilibrium. It will also 

discuss the Joule expansion and how it relates to these concepts. It will begin by discussing the history 

and development of the Stirling approximation and its relationship to the concept of entropy and the 

number of microstates. Then the essay will introduce the concept of the flow of entropy and its 

relationship to the Stirling approximation. Next, it will explore the concept of mechanical and thermal 

equilibrium and its relationship to entropy and the second law of thermodynamics. Finally, there will 

have some discussion of the Joule expansion and how it illustrates the relationship between entropy and 

energy. 

Overall, this essay seeks to provide a comprehensive understanding of the Stirling approximation, its 

applications in thermodynamics, and its significance in various fields of study. By exploring the Stirling 

approximation and related concepts, as well as the Joule expansion, which hope to contribute to a deeper 

understanding of the fundamental laws of nature and provide valuable insights into the behavior of 

complex systems and processes. 

2.  Analysis of Stirling approximation and entropy 

2.1.  Stirling approximation 

Stirling approximation is an approximation for factorials, which to put it mathematically, can be 

expressed by the following formula. 

    𝑙𝑜𝑔(𝑁!) = 𝑁𝑙𝑜𝑔𝑁 −𝑁                            (1) 

This formula can be further transformed into another version 

    𝑙𝑜𝑔(𝑁!) = 𝑁𝑙𝑜𝑔𝑁(
𝑁

𝑒
)                            (2) 

    𝑁! = (
𝑁

𝑒
)𝑁 = 𝑁𝑁𝑒−𝑁                            (3) 

Its derivation can be achieved by approximating the sum over the terms of the factorial with an 

integral[1], where log(N!) is the sum of log(1)+log(2)+. . . +log(N). The definition of integration is to 

add all the values together, or the sum of the area under the curve of a function as shown in figure 1. 

 

Figure 1. The integration shown in graph [2].  

To put it in the formula form 

    ∑ 𝑙𝑜𝑔(𝑘)𝑛
𝑘=1 = ∫ 𝑙𝑜𝑔(𝑥) 𝑑𝑥

𝑁

1
= 𝑁𝑙𝑜𝑔𝑁 −𝑁                   (4) 
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Figure 2 shows that the curve of the computed function by using the Stirling approximation which is 

marked as a dashed line for nlog(n)-n, matches closely with the function of log(n!) which are the points. 

As for the solid line, the √2πn is the correction that is put into the formula. 

 

Figure 2. Graph of Stirling approximation [2]. 

The Stirling approximation is named after the Scottish mathematician James 

Stirling, though a related but less precise result was first derived by Abraham de Moivre.[3] The 

formula he discovered was n! [constant]nn−
1

2e−n. Based on this formula, Stirling was able to show the 

constant is precisely √2π. 

One application of using the Stirling approximation is to count the possibility of placing a certain 

number of balls randomly into a certain number of baskets.  

From figure 3 below, it describes the possible situation of placing 3 balls into 

4 baskets. There are 12 possible ways when putting two balls in one basket and one in the other, 4 

ways when putting all three balls in one basket, and 4 ways of one ball in one basket only. 

 

Figure 3. The possibility of placing balls.  

It is easy to count when the number of balls and baskets is small numbers. When it comes to bigger 

numbers, the number of possible ways can be calculated by formula. The formula of counting the 

number of ways can be expressed by (5). In which N represents the number of balls and q is the number 

of baskets. The Ω(q) here is the number of possible ways of putting balls into the basket, or it can also 

be referred to as the number of possible states. 

To perform the calculation easier using this formula, the Stirling approximation is used to transform 

this formula into a more convenient form. 

𝛺(𝑞) =
(𝑁+𝑞−1)!

𝑞!(𝑁−1)!
= (

𝑁+𝑞

𝑒
)𝑁+𝑞

1

(
𝑞

𝑒
)𝑞

1

(
𝑁

𝑒
)𝑁
=

(1+�̅�)(𝑁+𝑞)

(�̅�)𝑞
            (5) 

�̅� =
𝑞

𝑁
                                     (6) 
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In this equation, the calculation is made of only multiplication and exponential, which is an easier 

calculation than the factorial calculation from the original formula. 

After the number of possibilities is calculated, it is easy to derive the value of entropy, as entropy is 

defined by the formula 7. 

𝑆 = 𝐾𝑏𝑙𝑛(𝛺)                                   (7) 

2.2.  Entropy 

The definition of entropy is most commonly associated with a state of disorder, randomness, or 

uncertainty[4]. It can be used to describe how chaotic a system is. As the entropy of a system increases, 

the system would tend to be more mixed together or evenly distributed. 

As the entropy of a system can be calculated this way, it is possible to derive the change in entropy 

of two connected systems, or the flow of entropy. Figure 4 shown below represents two isolated systems 

each containing a certain amount of gas, which respectively have the energy E1, E2, and number of 

states Ω1 and Ω2 individually. When there is a channel created between two systems, as they are 

connected, gas from either side would flow to the other, according to the second law of thermodynamics 

and the thermal exchange. 

 

Figure 4. The model of two connected systems.  

2.3.  Flow of entropy 

Equation 8 shows the change of entropy of the entire system when two systems are connected due to the 

entropy flow.  As two systems are connected, the change of energy of one system is the same as the 

other but with opposite signs, which is equation 9. By combining 8 and 9, it gives 10 which the change 

of entropy has to be greater or equal to zero since the entropy of an isolated system can never decrease. 

When (
∂S1

∂E1
−

∂S2

∂E2
) > 0, the energy would flow from right to left, 

dS1

dE1
> 0. Vice versa. 

Entropy reaches a maximum when  
dS

dt
= 0  or when 

∂S1

∂E1
=

∂S2

∂E2
 , which indicates that the two 

systems are equally mixed together and particles are evenly distributed.  

Figure 5(a) shows the ordered state where everything is the same. Yet the typical state on figure 5(b) 

shows that all different numbers are evenly mixed in the system, and as the number of state Ω increases, 

the numbers are distributed more uniformly and eventually reach equilibrium.  
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(a) (b) 

Figure 5. Distribution of states [5]. (a) Ordered state, (b) Typical state. 

   
𝑑𝑆𝑡𝑜𝑡𝑎𝑙

𝑑𝑡
=

𝜕𝑆1

𝜕𝐸1

𝑑𝐸1

𝑑𝑡
+

𝜕𝑆2

𝜕𝐸2

𝑑𝐸2

𝑑𝑡
                          (8) 

𝑑𝐸2

𝑑𝑡
= −

𝑑𝐸1

𝑑𝑡
                                    (9) 

𝑑𝑆𝑡𝑜𝑡𝑎𝑙

𝑑𝑡
= (

𝜕𝑆1

𝜕𝐸1
−

𝜕𝑆2

𝜕𝐸2
)
𝑑𝐸1

𝑑𝑡
≥ 0                       (10) 

Therefore, the temperature can be defined as equation 11. The entropy is maximized when 
∂S1

∂E1
=

1

T1
=

1

T2
=

∂S2

∂E2
 . In this case, dE1 can be identified as the heat d̅Q  added to system 1. Equation 11 

summarizes that the change in entropy can be described as the heat added and rethermalized over the 

temperature, in which the ∆s can be determined from the measurements of energy flow of temperature 

changes. 

By recalling the Ω(E) that was able to be calculated using the Stirling approximation, here it 

represents the number of ways to share the available energy. 

𝑑𝑆1 =
�̅�𝑄1

𝑇1
                                    (11) 

2.4.  Mechanical and thermal equilibrium 

Thermal equilibrium is achieved when two systems in thermal contact with each other cease to exchange 

energy by heat. If two systems are in thermal equilibrium their temperatures are the same. The word 

equilibrium implies a state of balance. In an equilibrium state, there are no unbalanced potentials (or 

driving forces) within the system. A system that is in equilibrium experiences no changes when it is 

isolated from its surroundings[6].  

The first law of thermodynamics states the total energy of the system is conserved, as equation 12 

states that the change of total energy is the sum of the heat energy and the work done by the system, in 

which the heat energy is the change of entropy times temperature, and the work done is a change of 

volume times pressure which the result gives out equation 15. Therefore, the change of entropy can be 

expressed as equation 16. 

𝑑𝑢 = �̅�𝑄 + �̅�𝑤                             (12) 

�̅�𝑄 = 𝑇𝑑𝑆                                 (13) 

�̅�𝑤 = −𝑃𝑑𝑉                                (14) 

du = TdS – PdV                            (15) 

 𝑑𝑆 =
1

𝑇
𝑑𝑢 +

𝑃

𝑇
𝑑𝑉                            (16) 

Equation 10 above can also replace the E with V, which is equation 17, from what was just derived 

earlier, equation 17 can get equation 18, which in this form, it shows that the equilibrium is reached 
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when 
P1

T1
=

P2

T2
  and  

1

T1
=

1

T2
 for Stotal=0. 

𝑑𝑆𝑡𝑜𝑡𝑎𝑙

𝑑𝑡
= (

𝜕𝑆1

𝜕𝑉1
−

𝜕𝑆2

𝜕𝑉2
)
𝑑𝑉1

𝑑𝑡
> 0                   (17) 

𝑑𝑆𝑡𝑜𝑡𝑎𝑙

𝑑𝑡
= (

𝑃1

𝑇1
−

𝑃2

𝑇2
)
𝑑𝑉1

𝑑𝑡
> 0                     (18) 

From the second law of thermodynamics, the total amount of entropy is always increasing, and for 

the systems from the previous part, the total change of entropy is the sum of the change of entropy in 

each system, which combines with equations 16,17 and 18 previously derived, the total change of 

entropy in this model can be expressed as equation 19, and as the system reaches equilibrium when it 

equals 0, the system would have thermal equilibrium when T1 = T2, and mechanical equilibrium when 

P1 = P2. 
𝑑𝑆𝑡𝑜𝑡𝑎𝑙

𝑑𝑡
= (

1

𝑇1
−

1

𝑇2
) 𝑑𝐸1 + (

𝑃1

𝑇1
−

𝑃2

𝑇2
)𝑑𝑉1 ≥ 0               (19) 

2.5.  Joule expansion 

A Joule expansion is an example of an irreversible process. In a Joule expansion, a gas expands 

irreversibly from a volume V1 into a volume V2 (initially a vacuum), so that the total volume of the gas 

after expansion is V1 +V2. The system is thermally isolated and no external work is done on the gas[7]. 

By using the model of a two-container system, only one container would be filled with gas initially 

and with a piston between them, and as the gas in the system expands, the piston moves towards the 

other side and the volume increases. However, during the process, no energy is transferred, and the 

temperature is the same at the beginning and the end. 

For an irreversible process, the entropy always increases, in which ∆S > 0, which ∆s here is only a 

function of the initial equilibrium state and the final equilibrium state. For a mono-atomic gas, the energy 

is shown as equation 20, and it can transform to 21, and from 22 which is the ideal gas law, it can be 

derived to 23. By combining with equation 16, they get equation 24. Then the entropy can also be 

calculated by integrating the equation of dS, which the result would be equation 25, where C is a constant 

after integration. From the earlier expression of entropy in equation 7, the number of possible states can 

be alternatively expressed as equation 26, by combing it with 25, it eventually gives the expression of 

equation 27, where the number of possible states is only related to the total energy, the volume and its 

number of molecules, which the result would match the calculation by Stirling approximation. 

𝑢 =
3

2
𝑁𝑘𝑇                                  (20) 

1

𝑇
=

3

2

𝑁𝑘

𝑢
                                    (21) 

PV=NkT                                     (22) 
𝑃

𝑇
=

𝑁𝑘

𝑉
                                     (23) 

𝑑𝑆 =
3

2
𝑁𝑘

𝑑𝑢

𝑢
+𝑁𝑘

𝑑𝑉

𝑉
                          (24) 

𝑆 =
3

2
𝑁𝑘𝑙𝑛𝑢 + 𝑁𝑘𝑙𝑛𝑉 +                       (25) 

Ω = eS/k                                    (26) 

Ω = CE3N/2V N                             (27) 

From formulas 13 and 16 earlier, since the total energy change in the system is 0, the change of 

entropy would be equation 28, for example, if the final volume is twice the initial volume, then ∆S = 

Nkln2. 

∆𝑆 = ∫
𝑑𝑄

𝑇
= ∫

𝑁𝑘

𝑉

𝑉𝑓

𝑉𝑖

𝑉𝑓

𝑉𝑖
𝑑𝑉                            (28) 
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3.  Conclusion 

In conclusion, the Stirling approximation has had a significant impact on many fields of thermodynamics 

and statistical mechanics. The formula estimates factorials for large numbers and can be used to calculate 

the entropy of a system, which is a fundamental concept in thermodynamics. The number of states of a 

system, directly related to entropy, describes how a system's particles can be arranged. The flow of 

entropy, mechanical and thermal equilibrium, and processes like the Joule expansion are also essential 

concepts in thermodynamics that can be understood using the Stirling approximation. However, as the 

content of the essay are generally theoretical basis and it is not possible to verify the theory through the 

experiment personally, the information is all gathered via second-hand sources. Overall, exploring the 

Stirling approximation and related concepts contributes to a deeper understanding of the fundamental 

laws of nature and provides valuable insights into the behavior of complex systems and processes. 
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