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Abstract. Music generation is a cutting edge and useful research filed, which is helpful for 

artists to compose novel melodies as well as revealing potential patterns of music. Recurrent 

neural network (RNN) is a member of the neural network family, which is commonly used for 

processing sequential data. It can deal with sequential changes in data compared to normal 

neural networks. Long short-term memory (LSTM) aims at improving the conventional RNN. 

It is designed to alleviate the deficiencies of gradient disappearance and gradient explosion that 

possibly happened in RNN during training. In simple terms, LSTM is superior at grasping long 

term information than normal RNN. It can record the information that requires to be recorded 

for a long time and abandon these unimportant features. Unlike RNN, which have merely one 

way of stacking long-term information. It's quite useful for tasks that require long range 

dependence.  In this work the effectiveness of the LSTM is validated on the music generation 

task. 
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1.  Introduction 

Composition has been thought of as a specialized skill. Beautiful melodies could make audience 

relaxing, and exciting melodies could inspire people [1, 2]. Conventionally, musicians will take quite a 

long time to compose music, and some classical music will take even a life-long time to finish, which 

is extremely time consuming and requires years to learn the theory behand composition [3, 4]. To 

compose music more efficiently and give normal people the opportunities to compose their own music, 

some algorithm-based methods are proposed to help composition.  

In recent years, machine learning is facing a rapid development [5, 6]. Models developed for 

human faces and videos generation is even real enough to make them indiscriminative to human eyes 

[7]. Machine learning can actually generate music by learning patterns in existing music [8, 9]. RNNs 

are widely used in natural language processing because the generation of words is successively related 

to each other. In fact, the same is true of music, where the features of the next note are correlated with 

the features of the previous notes. Therefore, RNN [10] is one of the important ways to achieve 

machine learning composition. 

In this paper, a set of piano MIDI files is used for model training. Finally, given a sequence of 

notes, the model can predict the next character in the sequence based on the initial note sequence, and 

generate a complete MIDI file. The basic approach is divided into several main steps:  

Firstly, the note sequence is preprocessed to obtain the training data set, Then the recurrent neural 

network is trained on dataset to achieve the neural network model, Next, the neural network model is 
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given some input to generate the entire sequence of notes, Finally, the note sequence file, the midi file, 

is converted to an audio format, such as mp3. 

2.  Introduction 

2.1.  Dataset 

As for the dataset, the bach doodle dataset is selected for learning in this project. this dataset was 

launched by google in 2019, which generated 20 million midi samples. Every midi file contains the 

pitch, step, duration of each note.  

As for the data processing, firstly, all the files in the dataset are iterated and obtain the features of 

each MIDI file. Then the array data of in each file is converted to array data for learning. 

Then a sequence of features is constructure from this tensor data, and the label is the note at the 

next moment in the sequence, a window method in Tensorflow is leveraged as a sliding window, while 

property called sequential length is set as the length of the sequence. To extract the last pitch for 

learning, a function is implemented to split the last data in a window into labels, and the previous data 

in the sequence as features. In this work, the sequential length equals 25 is used, so the size of the data 

generated per sample is 25 * 3. 

2.2.  RNN 

In traditional machine learning models, such as CNN, the previous stage cannot be stored in the model. 

As a result, the sequential data could not be learned properly. However, a recurrent neural network, 

often called RNN, could be leveraged to store the previous stages and hence suitable for learning the 

sequential data. 

RNN have a repetition module which is designed to pass the feature from the previous level and 

uses corresponding output for next level. However, RNN can only maintain recent information from 

adjacent stages, it is not good at storing a long-term information. As a result, the generated music may 

not maintain a uniform style and the melody in the beginning and the end of the music may sound 

quite different. So, the network requires a novel mechanism to maintain long-term dependencies. 

Hence, the LSTM is proposed. 

LSTM is improved based on RNNs. It possesses a similar chain-like architecture as RNNs. 

Differently it has a different repetitive module. For the model part, this work use 

tf.keras.layers.LSTM(128). There are three main model output values, one is all output values, one is 

the output features of the last layer, and one is the hidden layer state value. Architecture of the whole 

model is demonstrated in Figure 1 and the parameters are shown Figure 2. 

 

Figure 1. the architecture of the LSTM model. 
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Figure 2. Number of parameters of the LSTM model. 

2.3.  Training 

The training part has three main outputs, the predictions for 'pitch', 'step', and 'duration', using a mean 

square error-based loss function to encourage non-negative values.  

The loss of step and duration use the MSE with positive pressure method as the loss function. The 

loss of pitch mainly uses the cross-entropy loss between the ground truth and the predicted results. 

This is because in the RNN model, pitch is the output of all results, while step and duration are the 

output of a single moment as well as the hidden layer output, the way of calculating the loss is 

different. And the model is mainly optimized for loss by using Adam optimizer as shown in Figure 3. 

 

Figure 3. Loss curve during training. 

Each feature has a loss, and the total loss is a weighted sum of different losses. Since the loss of pitch 

is much larger than the loss of step and duration, in order to make the overall loss more uniform from 

the sum of three different losses, the weight is adjusted for different losses. The results of adjusting 
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weights are as follows: the weight of pitch loss is 0.05, the weight of step loss is 1, the weight of 

duration loss is 1. 

As for inference, music generation is mainly based on the starting sequence of provided notes, and 

the model can generate a note from a series of notes. In order to prevent some notes with high 

probability in the generated input sequence from being repeatedly selected many times, this work 

selects them according to the softmax probability distribution. 

3.  Result 

The result of generated music will be demonstrated in this chapter. Given the input sequence, the 

model makes a prediction to generate the follow notes as demonstrated in Figure 4. It is the first 10 

generated notes. 

 

Figure 4. Example of generated notes. 

Figure 5 demonstrates the entire track of generated music, as could be observed that there are some 

repeat patterns in the music, which sounds harmonious and smooth.  

 

Figure 5. Whole track of generated music. 

To further reveal the features of the generated music, the distribution of the three features pitch, step, 

and duration is shown in Figure 6.  

As it could be observed, due to the feedback loop between the output and the input of the model, it 

tends to generate similar output sequences to reduce the loss, so the features are concentrated in some 

places. So, the randomness of the generated notes should be adjusted appropriately. 

For pitch, the randomness could be increased by increasing temperature in predict next note. 

temperature is a hyperparameter of LSTMs used to control the randomness of predictions by scaling 

the logits before applying SoftMax. When using code to adjust the default temperature of 1.0 to 2.0 in 

next notes, the randomness of the pitch increased. 
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Figure 6. Pitch, step and duration distributions of the generated music. 

4.  Conclusion 

In summary, based on the existing midi files, this project uses RNN to analyze and learn the inherent 

laws in them, and generates midi files by repeatedly calling the model while the total loss is acceptable. 

In the future, it would be an interesting topic to explore whether a model could be expanded to support 

multiple instruments. There is still a lot that can be improved. For example, the dataset used is piano 

scores, which have multiple tracks. However, the generated result is that the sounds of multiple tracks 

are clustered in a single track, which is one of the limitations of the current project. Also, the music 

generation at this time is random, there are no certain rules. The author will continue to explore the 

field of music generation with these two points and see if the network model can be further adjusted. 

The current approach is based on the historical sequence and predicts the note at the next moment. In 

addition, the seqGAN could be used, which can treat the process of sequence data generation as a 

sequence decision process. As for other ways of generating music, so far, the state-of-the-art model is 

designed by magenta, an open source project, whose latest method is called music transformer, which 

is an attention-based neural network that can generate music with long-term coherence. 
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