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Abstract. Advanced Encryption Standard (AES) is a modern concept in cryptography. Most of 

modern encryption schemes and devises are built based on this standard. Those encryption 

systems have really high resistance to most of modern attacking methods. However, this 

passage will introduce the most powerful way of attacking: Side-Channel Analysis (SCA). By 

performing such attacking by artificial intelligence model, it shows that they can break the 

encryption system in a very efficient and effective way. By using ASCAD database, this 

passage analysis some properties when using logistic regression to perform Side-Channel-

Attack on the traces of the encryption system. Since in the original article, the authors only 

analysis the performance of multilayer perceptron (MLP) and convolution neural network 

(CNN), this passage aims to apply similar methodology to logistic regression and analyse its 

performance in different circumstances. Moreover, some interesting properties about logistic 

regression was found, and it can sometimes perform better than systems in the original passage 

in certain situation. 

Keywords: advanced encryption standard, cryptography, side-channel analysis, logistic 

regression. 

1.  Introduction 

Advanced Encryption Standard (AES) is a modern encryption scheme widely used in different fields 

[1-3]. Systems build according to this standard are considered as safe in light of the today’s maximum 

computing power. The system can be considered as a series of algorithms that keep adding complexity 

and chaoticity to the original plain text. One can thinking about it as always shuffling a deck in a same 

way, and if the shuffle algorithm is unknown, it will be extremely hard to recover the original cards 

order from the deck after shuffling. However, once the receivers know the way how the deck shuffled, 

which is the key text, they can decrypt the cyphertext by reverse the processes of shuffling. The 

encryption algorithms usually involve operations like finding multiplicative inverse in Galois Field 

(GF) [4], mixing data in different columns, and adding random data chunk to the plaintext during 

encrypting. However, in this passage, the only operation we care is the XOR bit operation between the 

encrypted text and the key text. The reason of that is because in the worst scenario, the attackers would 

know exactly how the encryption system work, and to build a perfectly safe scheme, it is important to 

ensure that the attackers would not be able to break the system with the knowledge about the system as 

long as they do not have the key. In other words, if the key is secret, then the system is safe. However, 

if one can gain knowledge about the key by certain method, the system will suddenly break down. The 
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original passage has introduced few models to do this, and in this paper, logistic regression is the 

model chosen to perform the same trail in the original paper.  

As discussed above, AES is considered safe in the most modern scenarios, but this conclusion can 

be reached only in the ideal world, or in other words, if we only consider the algorithm aspect. 

However, in the real world, a most powerful and inevitable attacking method called Side-Channel 

Analysis (SCA) [5-7] can break a system without any knowledge about the encryption algorithm. SCA 

only gain knowledge from the information leakage from real-world implementation. That is, for 

example, responding time of the system, how much memory or computing power is used in a time 

period, or in this paper, the electronic radiation emitted by the architecture during the encryption. 

Analysis of such information leakage is how SCA work. Since one can never prevent attacker from 

obtaining such information, and it is almost impossible to avoid leakage in such way, SCA is 

considered as the strongest attacking tool in modern crypto world.  

The original paper has shown that a trained AI models can perform very well when cracking the 

encryption system. However, they also found that those models can be strongly affected by the noise. 

In this paper, results show that logistic regression model might be a better way to deal with noise. This 

model might be a more powerful tool for attacker, and the results lead to a better understanding of how 

to improve the security level for encryption hardware when facing AI attack [8,9].  

The following paragraphs firstly introduce the ANSSI SCA Database (ASCAD) dataset [10] with 

the general methodology for performance evaluation. After that, the experiment results will be 

represented in the order of regular model, different activation function, and different optimizer. Some 

observation and conclusions can be derived from them. Finally, the paper will talk about the 

speculation and future problems. 

2.  Method 

2.1.  ASCAD dataset 

ASCAD is a system built by the original researchers. This system provides a benchmark for 

developing and testing artificial intelligence (AI) models against encryption. The system contains two 

parts of data and three major functions.  

The first part of database contains raw data draw from an encryption architecture called 

ATMega8515. While encrypting, the electromagnetic radiation was recorded by the original team, and 

60,000 out of 100,000 traces were selected to fill the database. The recorded radiation has been proved 

to be related with one operation during the encrypting process by observing the signal-to-noise rate 

(SNR) by the team. The operation is XOR of two 8-bits segments: one from the plaintext and another 

from the key text. The goal for the models is trying to infer the key text k, which is an 8-bits string. If 

the model can successfully guess the key text k, this means it would be able to, as previously stated, 

bypass all the information of plaintext, ciphertext, and the encryption system and directly crack the 

whole scheme.  

The second part is the trained model provide by the team, and some of them performs perfectly 

when sufficient amount of data is given. There are three functions provided in the system: extracting 

data, training, and testing. These functions allow anyone to train and test their own models on random 

data extract from the original database. Moreover, the extracted data are random each time, and 

ASCAD will automatically and randomly add desynchronizations to the selected data to form different 

training and testing sets. 

2.2.  Ranking function and benchmarks 

The ranking function will output a series of all 8-bits numbers in a decreasing order of the possibilities 

that the model believe that the number is the real key. Therefore, the length of output will always be 

256 as there are total of 256 8-bits numbers, and the most possible one the model infer is at index 0. 

Moreover, the results are evaluated by t-fold cross-validation, and the original group choose t equals to 
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10. This ensure that the results generated by the ASCAD system are unbiased and accurate but still 

saving computing power. 

Figure 1 shows a standard output of the ASCAD database. 

 

Figure 1. A standard output of the ASCAD dataset. 

This result is generated from a trained CNN model provided by the database. The left bar is the 

position of real key in the output of the ranking function. The bottom bar is the number of traces given 

to the model. As one can see, this model actually performs very well as the ranking of the key almost 

always stay at zero after about 200 traces were given. 

2.3.  Multinomial logistic regression 

Logistic regression is a model to perform regression based on multiple input characteristics: 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑚}. The model tries to return the best guess of input data: 𝑌 = [𝑦1 𝑦2 … 𝑦𝑛]𝑇 for a set of 

training data. Here, 𝑦𝑘 represents the probability that the model believes the training data falls in the 

kth category, 𝑦𝑘. In the binomial logistic regression scenario, 𝑦𝑘 can be computed as: 

             𝑦𝑘 = 𝑔(𝑎𝑘) =
1

1+𝑒−𝑎                                                          (1) 

where 𝑔(𝑎) is the activation function and 

               𝑎𝑘 = ∑ 𝑤𝑖𝑥𝑖𝑘
𝑚
𝑖=0                                                               (2) 

However, since the output has 256 categories, we need to derive the formula for multinomial 

logistic regression. Note that one can consider this problem as choosing one outcome from 255 

independent binary regression models. Then, if we assume the chosen one is the last category, n, for 

each model: 

                  ln
𝑦𝑘

𝑦𝑛
= 𝑤𝑘𝑥𝑁                                                                (3) 

Where 𝑥𝑁 denotes the characteristic vector for last input data. Then, one can take the exponential 

both sides: 

      𝑦𝑘 = 𝑦𝑛𝑒𝑤𝑘𝑥𝑁                                                                   (4) 

Since sum of possibilities of all categories is 1, we have: 

     𝑦𝑛 = 1 − ∑ 𝑦𝑗
𝑛−1
𝑗=0 = 1 − ∑ 𝑦𝑛𝑒𝑤𝑗𝑥𝑁𝑛−1

𝑗=0                                         (5) 

We get: 
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              𝑦𝑛 =
1

1+∑ 𝑒
𝑤𝑗𝑥𝑁𝑛−1

𝑗=1

                                                            (6) 

And thus, 

           𝑦𝑘 =
𝑒𝑤𝑘𝑥𝑁

1+∑ 𝑒
𝑤𝑗𝑥𝑁𝑛−1

𝑗=1

                                                            (7) 

Where 𝑤𝑛 = 0. 

Then, in order to optimize the model, two optimizers were selected: root mean square propagation 

(RMSprop) and Stochastic gradient descent (SGD). They are both based on gradient descent, but the 

former one has a lower speed of descent than the latter one. Comparing the results of two cases might 

provide some speculation of features about the objective function. Moreover, instead of using 

multinomial logistic regression, ReLU is used as activation function in the first section of the 

experiment, and this is because ReLU is used by the original team.  

2.4.  Desynchronization 

In a real-world situation, the electronic radiation emitted by the encryption architecture can often be 

interfered by many different factors. Those will eventually lead to the unstableness of the data 

measured. Jitters, meaning that the real signal will reach earlier or later than expected, will often show 

up in any electronic device. However, this signal deviation will severely affect the performance of the 

model. In the database, desynchronization is produced by randomly shifting each bit by the upper 

bound of the desync parameter, which is either 50 or 100. Since they are randomly generated by the 

algorithm, we can assume the noise conform to a Gaussian distribution around the true value. 

Therefore, minimizing the cross-entropy error as the original group did by logistic regression model is 

a reasonable way to perform the experiment. In the original passage, Both CNN and MLP trained for 

different desynchronization did not perform as well as before, especially when facing larger 

desynchronization.  

3.  Result 

This passage aims to find the relations between the parameter and the performance of the logistic 

regression model, and comparing them with others. The parameters are batch size, desynchronization, 

activation function, and optimizer. Firstly, three different model were tested, each of them has 40 

epochs but different activation (3.2) function or optimizer (3.3). In each case, the model is tested with 

different batch sizes and different desynchronization. By analyzing the results, some general 

conclusions can be drawn. 

3.1.  Regular logistic regression 

In this case, the activation function is ReLU and the optimizer is RMSprop. Regular logistic regression 

performs bad in all cases except for the last one. What noteworthy is that this case has the most 

desynchronization, and all the models trained by the original authors with different hyperparameters 

did not perform well in this circumstance. Performances achieved from different hyper-parameter 

combinations are demonstrated in Figure 2, Figure 3 and Figure 4. 
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Figure 2. Results with 0 desynchronization. The batch sizes from left to right are 50, 100, 200 

respectively. 

   

Figure 3. Results with 50 desynchronization. The batch sizes from left to right are 50, 100, 200 

respectively. 

   

Figure 4. Results with 100 desynchronization. The batch sizes from left to right are 50, 100, 200 

respectively. 

Also, compare figures from right side to the left, one can conclude that the larger batch size for this 

model generally performs better than smaller size, and this shows that it is hard for the model to 

extract information from small amount of sample data in one epoch. The best result is the last result in 

Figure 4, which is generated with 100 desynchronization and batch size 200, and the ranking of the 

target is closed to 0 when less than 1750 traces were given. While models in the original paper cannot 

reach ranking below even when 5000 traces are given. However, results of other groups are very 

unstable, which might show that the model quickly become overfitting if the batch size is too small. 

3.2.  Change activation function to sigmoid 

In this case, the activation function is sigmoid and the optimizer is RMSprop. The model does not 

perform well after changing its activation function to sigmoid. However, we can still observe that it 

performs better than the original paper when the desynchronization is relatively high with batch size 

100. Performances are demonstrated in Figure 5, Figure 6 and Figure 7.  
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Figure 5. Results using Sigmoid activation function with 0 desynchronization. The batch sizes from 

left to right are 50, 100, 200 respectively. 

   

Figure 6. Results using Sigmoid activation function with 50 desynchronization. The batch sizes from 

left to right are 50, 100, 200 respectively. 

   

Figure 7. Results using Sigmoid activation function with 100 desynchronization. The batch sizes from 

left to right are 50, 100, 200 respectively. 

The best performance in the middle graph of figure 7 is generated with 100 desynchronization and 

batch size 100. Unlike ReLU regression, the multinomial logistic regression prefers batch size 100. 

However, when there are no desynchronizations, the performance is relatively bad, and the higher 

desynchronizations lead to a better performance when batch size is 100. This results also show that the 

logistic regression model has the ability to extract useful information from a highly noisy environment.  

3.3.  Change optimizer to SGD 

In this case, the activation function is ReLU and the optimizer is SGD. The model never performs well, 

so SGD is not appropriate for such classification problem. Performances are demonstrated in Figure 8, 

Figure 9 and Figure 10. 
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Figure 8. Results using SGD optimizer with 0 desynchronization. The batch sizes from left to right are 

50, 100, 200 respectively. 

   

Figure 9. Results using SGD optimizer with 50 desynchronization. The batch sizes from left to right 

are 50, 100, 200 respectively. 

   

Figure 10. Results using SGD optimizer with 100 desynchronization. The batch sizes from left to 

right are 50, 100, 200 respectively. 

The results are highly unstable. Comparing with the model using RMSprop, these results show that 

it is hard to train the regression model with SDG. One possible reason is that SDG will go downhill 

overly fast in this scenario, and the objective function has a rugged surface. Therefore, SDG could not 

find the optimal point, but it can only traverse randomly upon the surface.  

4.  Discussion 

Logistic regression performs not well in the most of cases. Some speculations were made based on the 

observation. However, it remains unclear why the performance varies and becomes unpredictable in 

most of cases. Moreover, there is also no firm theoretical bases to explain how AI models have those 

behaviours and performance in the different circumstances. In other words, the way how AI attacking 

the AES system is remain unknown. Most importantly, how could the encryption device be improved 

based on the results of attacking by AI models. Some possible methods could be using blinding 

techniques that turn the input and output data into unpredictable states or adding redundant random 

chunks with key text or encrypted plain text. Once the information leakage become unpredictable, 

there would be no useful features or information for AI models to extract.  
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5.  Conclusion 

Generally, the batch sizes can sometimes affect the result. For the first two model, some particular 

batch sizes could be preferred. Logistic regression can sometimes handle desynchronization decently 

but still perform worse than MLP and CNN mentioned in the original passage in the most of the time. 

The reason of this might be that the logistic regression model can be easily overfitted, but if it deals 

with deviated data or noise, it can do much better with extracting valuable features than those from 

original team. Moreover, in almost all cases, there is a sharp decreasing when the first few traces are 

given, and after that, the performance start to getting unpredictable. Those sharp decreasing shows that 

the model might be well-trained at first but quickly become overfitting. In conclusion, logistic 

regression is easy to train and can sometimes be considered as an alternative method for SCA analysis. 

However, it does not perform robustly in the environment given above. 
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