
 

 

Data analysis and prediction of Netflix stock 

Li Haoyang 

Xiamen University Malaysia, Malaysia, Selangor, Sepang, Data Science and Big data 

technology  

 

DSC2209256@xmu.edu.my 

Abstract. In the current financial landscape, precise analysis and forecasting of stock 

information hold significant importance. Every investor desires the capacity to evaluate the 

fluctuations of the stock market. The integration of data science and finance has become 

increasingly intertwined as advancements in technology reshape the investing landscape. The 

use of Python, a robust programming language for data manipulation, empowers investors to 

leverage data-driven insights that enhance their decision-making abilities. This article explores 

the integration of data science and finance, utilizing Python as a versatile platform for conducting 

data analysis. The study utilized three established analytical methodologies, namely linear 

regression, random forest regression, and Long short-term Memory (LSTM), to examine 

collected datasets pertaining to Netflix stocks. The primary objective of this study was to provide 

investors with a detailed analysis of the trends in Netflix stock prices and its potential to forecast 

daily returns for a period of 200 days. The objective of this study is to assess the efficacy of 

various analysis methodologies in order to enable investors to make informed investment 

decisions and effectively navigate the dynamic financial environment. 
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1.  Introduction 

The analysis and prediction of stock market behavior has long been regarded as a classic and formidable 

topic, capturing the interest of economists and computer scientists [1, 2]. This is primarily due to the 

presence of features such as chaos, complexity, volatility, and dynamics. Over the course of recent 

decades, researchers have extensively investigated the utilization of linear and machine learning 

methodologies in order to construct predictive models that exhibit high levels of effectiveness. The 

objective of this article is to provide an introduction to three primary data analysis techniques: linear 

regression, random forest, and LSTM neural network. By providing practical illustrations of these 

methodologies, we will demonstrate their efficacy in enhancing policymakers’ comprehension of 

financial market dynamics and their ability to discern potential dangers and opportunities. The objective 

of this paper is to provide an introduction to three prominent data analysis techniques: linear regression, 

random forest, and LSTM neural network. By utilizing illustrative instances of these methodologies, we 

will demonstrate their potential in enhancing policymakers’ comprehension of the intricacies within 

financial markets, as well as their ability to discern potential hazards and opportunities. In conclusion, 

a thorough assessment of these data analysis methodologies will be undertaken, with the aim of 
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identifying areas for enhancement and anticipating future avenues of research. The dataset utilized for 

this experiment was acquired from the official Kaggle website [3]. 

2.  Data analysis process 

2.1.  Using linear regression model analysis of stock data 

Linear regression is a robust statistical technique employed to ascertain the association between a 

response variable and one or more predictor variables. Linear regression models are employed in our 

financial data analysis project to investigate and establish the correlation between stock prices (Close) 

and time (Date). The subsequent section provides a comprehensive elucidation and outcomes of our 

linear regression investigation. 

Initially, the dataset’s stock price data was imported and the dates (Date) were transformed into 

integer values to facilitate modeling. Next, employ the linear regression model to establish a relationship 

between the time (Date) as the independent variable (X) and the stock closing price (Close) as the 

dependent variable (y). The partitioning of the data set into a training set and a test set serves to ensure 

the reliability of the model. 

Once the training process has been finalized, the model may be employed to generate predictions on 

the test dataset. Subsequently, a comparison between the anticipated values and the actual values can be 

conducted in order to assess the performance of the model. A scatter plot was constructed in order to 

visually represent the correlation between the observed values and the corresponding expected values. 

Refer to Figure 1. 

Figure 1. Linear Regression for price 

Next, the MinMaxScaler method is employed to normalize the return data. Normalization is a data 

preprocessing technique that rescales the values inside a dataset to a standardized range, typically 

between 0 and 1. This is done in order to mitigate potential issues that may arise from variations in data 

ranges across different variables or datasets. This facilitates an improved fit of the linear regression 

model to the data. In conclusion, the “create_window_data” function should be employed to structure 

the data into appropriate input and output forms for the time series model, with a window size of 10. 

Ultimately, a linear regression model was developed in order to accurately capture the linear correlation 

between stock price and time within the designated training set. Refer to Figure 2. 
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Figure 2. Predicted Returns vs Actual Returns 

In order to conduct a more comprehensive assessment of the model’s performance, we computed 

three commonly used metrics: the mean square error (MSE), the mean absolute error (MAE), and the 

root mean square error (RMSE). These metrics offer a numerical assessment of the model’s ability to 

accurately anticipate outcomes and its overall efficacy. Please refer to Table 1. Based on a 

comprehensive examination of the existing body of literature, it is evident that neural networks exhibit 

superior performance in terms of predictive accuracy when compared to statistical techniques such as 

linear regression [4]. 

Table 1. Linear regression model performance evaluation. 

MSE 0.0002590998100386075 

MAE 0.01284357877320789 

RMSE 0.016096577587754717 

2.2.  Using Random forest regression model analysis of stock data 

Random forest regression is frequently employed as a significant modeling method in financial data 

analysis initiatives. Subsequently, we proceed to present the code segment pertaining to random forest 

regression. 

Initially, the requisite Python libraries were imported, encompassing Pandas, NumPy, Matplotlib, as 

well as the Scikit-Learn package for random forest regression. Next, we proceed to import the dataset 

containing stock price information, which is labeled as “NFLX.csv”. Subsequently, the dataset was 

partitioned into distinct training and test sets, employing an identical approach as that employed in linear 

regression. By employing this approach, we can assess the efficacy of the random forest model on the 

test dataset. Subsequently, a random forest regression model was constructed and subsequently trained 

using the provided training data. Subsequently, the model was employed to generate predictions on the 

test dataset. To assess the efficacy of the model, the correlation between the actual and anticipated values 

was examined by means of scatter plots and line graphs. Refer to Figure 3. 
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Figure 3. Random Forest Regression for price 

Following this, we executed analogous data preprocessing procedures as those employed in the linear 

regression segment. These procedures encompassed the computation of the rate of return, data 

normalization, and the generation of sliding window data. The following steps have significant 

importance in the performance evaluation of random forest regression models. Ultimately, the data was 

transformed to conform to the model, and subsequently, the model was employed to generate forecasts 

on the test dataset. Subsequently, a comparison was made between the projected outcomes and the 

observed outcomes. Line charts were constructed and a set of evaluation metrics were computed to 

assess the efficacy of the random forest regression model. Please refer to Figure 4. Please refer to Table 

2. It is evident that random forests have the capability to attain favorable predictive accuracy. To a certain 

degree, this performance exhibits comparability with predictions for prices that surpass linear regression 

models to a large level. Nevertheless, additional investigation and verification are required to further 

investigate and analyze return rates and bigger samples [5]. 

 

Figure 4. Predicted Returns vs Actual Returns 2 
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Table 2. Random Forest regression model performance evaluation. 

MSE 0.00025724736017413 

MAE 0.012775182114157341 

RMSE 0.016038932638244043 

2.3.  Using LSTM to predict stock returns 

Long Short-Term Memory (LSTM) deep learning approaches have received attention in financial time 

series forecasting. Their ability to represent and low assumption use are the main reasons [6]. This 

approach solves protracted dependency in stock price forecasting, market trend analysis, and risk 

management. We use Long Short-Term Memory (LSTM) to assess Netflix stock prices. Data is 

preprocessed, models are built, performance is tested, and results are shown to improve financial market 

dynamics understanding and forecasting. Stock market values are complex, volatile, and ever-changing, 

making predicting difficult. The deep learning capabilities of Long Short-Term Memory (LSTM) are 

more flexible and accurate than other data processing approaches. However, a large database is needed 

to effectively utilize its great speed [7]. 

The preparation phase resembles the two regression models. The return data is then standardized 

using MinMaxScaler. Data normalisation is essential for deep learning models. Scaling the data to 0–1 

improves model convergence and reduces the vanishing gradient problem during training. 

The sliding window data was generated with “create_window_data.” This function helped divide 

time series data into preset subsequences. The LSTM model used each sub-sequence as input and the 

data from the next time step as output. The LSTM model uses LSTM and fully connected layers to 

capture temporal dependencies in time series data and make accurate predictions. The model is built and 

trained in 16 batches across 50 epochs. Along with evaluation data, the projected line graph was created. 

Please see Figure 5. See Table 3. 

 

Figure 5. Predicted Returns vs Actual Returns 3 

Table 3. LSTM model performance evaluation. 

MSE 0.0002658998930921155 

MAE 0.012846074043384644 

RMSE 0.016306437167331052 
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3.  Discussion 

Due to system nonlinearity, stock market predictions are difficult. However, some machine learning 

methods are effective forecasting methods [8]. Next, this study will horizontally evaluate the three 

models to better grasp their prediction capacities. Each of the three regression models provides a line 

chart, making differentiation difficult. This section describes how to create a line chart to compare the 

three models. 

The method starts by loading a Netflix stock price history CSV file. Returns are then computed and 

normalized to 0–1. After partitioning the dataset into training and test subsets, “create_window_data” 

was used to make a sliding window of data for time series modeling. The window size is 10, therefore 

each time step’s input data equals the rate of return from the previous 10 steps. Target variable represents 

the rate of return at the next time step. 

The method starts by loading a Netflix stock price history CSV file. After computing returns, they 

are normalized to guarantee they fall inside 0 to 1. After partitioning the dataset into training and test 

sets, “create_window_data” was used to make a sliding window of data for time series modeling. The 

window size is 10, therefore each time step’s input data equals the rate of return from the previous 10 

steps. The rate of return at the next time step is the target variable. The three models’ prognoses are 

visually displayed on a chart for comparison. Horizontal axis represents temporal dimension, vertical 

axis represents rate of return. Linear regression predictions are blue, random forest regression 

predictions are green, and LSTM predictions are red. This method allows one to visually compare 

several models’ predictive skills, improving stock return forecasting comprehension. Please see Figure 

6. 

 

Figure 6. Predicted Returns from Different Models 

Based on the performance metrics exhibited by the three models depicted in the figure. The analysis 

reveals that random forest regression has a substantial degree of variation, but both linear regression and 

LSTM demonstrate relatively minor levels of variation. In comparison to the current state of affairs, it 

is evident that the random forest regression model has a reasonably high level of fitting accuracy. 

The values of Mean Squared Error (MSE), Mean Absolute Error (MAE), and Root Mean Squared 

Error (RMSE) can also be compared. Upon horizontal comparison of the evaluation values of the three 

models, it is observed that the random forest regression model exhibits the lowest values across all three 

indicators. Although the disparity between the models is not substantial, it can be deduced that random 
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forest regression is comparatively the most suitable model within the dataset of this project. Please refer 

to Table 4. 

Table 4. Comparison of model performance evaluation 

 Linear Regression Random Forest LSTM 

MSE 0.0002590998100386075 0.00025724736017413 0.0002658998930921155 

MAE 0.01284357877320789 0.012775182114157341 0.012846074043384644 

RMSE 0.01609657758754717 0.016038932638244043 0.016306437167331052 

Due to rapid machine learning research, financial time series forecasting has advanced significantly. 

Kraus et al. (2017) compared deep neural networks, gradient boosted trees, and random forests. Random 

forests are the most profitable deep learning method. The experiment was limited by its single-feature 

setup [9]. In multi-feature settings, Pushpentu et al. (2022) found that the Long Short-Term Memory 

(LSTM) model outperforms random forest regression. Nabipour’s deep learning study shows that LSTM 

fits better. Random forest regression and other models often compete [10]. The conclusion analyzes the 

situation. Larger and more complete data sets will improve testing precision in the future. 

4.  Conclusion 

The objective of this study is to examine the feasibility of utilizing various models in the analysis of 

financial data to forecast the stock return of Netflix. Three distinct methodologies were employed in this 

study: linear regression, random forest regression, and Long Short-Term Memory Network (LSTM). 

The performance of each method was thereafter compared and evaluated. 

The simplest of the three models is linear regression. It predicts stock returns using linear 

relationships. This approach fails to reflect nonlinear relationships in the dataset, which is common in 

financial markets where complex nonlinear factors affect price fluctuations. Random forest regression 

is an ensemble learning method that can predict and capture non-linear correlations. This study shows 

that random forest regression outperforms linear regression in capturing complex stock price 

fluctuations. LSTM, a deep learning model, can capture complex temporal correlations and nonlinear 

patterns in time series data. Long Short-Term Memory (LSTM) models are better for stock price 

prediction, weather forecasting, natural language processing, and other applications. The above model 

performed poorly in this research compared to the random forest model, maybe due to a small sample 

size. 

Thus, this project has constraints. The linear regression approach assumes linear relationships 

between variables, making non-linear correlations difficult to handle. Random forests can manage 

nonlinear interactions, although they can be complex and overfit. Despite its power, LSTM models 

require a lot of data, computer resources, and parameter tweaking. To improve analysis and prediction, 

use a larger data collection in future studies. 

The field under consideration continues to have extensive potential for further investigation in the 

future. It is worth considering the inclusion of additional components, such as mood analysis and news 

events, in order to comprehensively capture the dynamics of the market. The field of financial data 

analytics is seeing significant growth, driven by advancements in technology and the exponential 

increase in available data. This trend is expected to result in the development of more precise and 

dependable financial forecasting models, which will enhance the efficacy of investment decision-

making and risk management processes. 
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